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The American College of Sports Medicine estimates that over 60 percent of the American
: population will incur a muscle injuryin‘their lifetime. Acute muscle Strain injurie_s are
particularl_y troublesome due to their tendency to recur." These strain injvnries typically: N
~occur along the musculotendinons junction (De Smet and Best 2000; Garrett 1996). In
the athletic population, sports that involve high speed running such as soccer, football,
baseball, track and field, etc. places athletes at a risk for a specific type of muscle injury,
namely an acute hamstring strain injury and in fact the hamstrings (including ithe
' semimembranosus,' semitendinosus,' biceps _femoris long head) are among the most |
commonly injured muscles for sports that. require high speed maneuvers. For example, a
hamstring strain incidence rateof 24% was fountl among a group of collegiate sprinters
and jumpers over a two year period (Yamamoto 1993). ‘simﬂaﬁy, high rates of hamstring
muscle injuries .and vassociated missed playing time occur in soccer, rugby and football
(Kujala et al. 1‘997; Seward et al. '1993). ‘ln addition,acute hamstring strain injuries are
commonly associated with maximal spee(i sprinting activities, \yith on average 77% more 4
injuries occurring during competition rather than during training (Gabbe 2005). VPrevious
studies have shown that the single best predictor for‘ an acute hamstring strain injury is a
prior injury (Orchard, and Best 2002), which highlights the shortcomings of traditional
rehabilitation programs. Brockett, et dl. (Brockettet al; 2004; Proske et al. 2004) has
suggested that this injury ‘recurrence risk is related to a change in optimal muscle length
for force production that occurs after injury. Such‘ a change may -arise from the repeated
performance of shortening (concentric) contraction exe'rcises in the rehabilitative phase
following injury.  For this reason, some individuals are now promoting the use of

‘ -lengthening (eccentric) contraction exercises in rehabilitation (Proske et al. 2004). An



alternative explanation of the change in optimal muscle length is that post-injury :

remodeling involves scar 'tissue formation that persistsv for some time after recovery. '
(Kaariamen et al. 2000) thereby altering normal musculotendon mechan1cs Sherry and
,Best (Sherry and Best 2004) have also shown that a rehab111tatlon program focused on
_ .ea.rly movement and neuromuscula.r control dramatically reduces hamstnng re-injury
rates compa.red with a traditional rehabilitation approach of strengthening and stretch1ng 3
Their rehabilitation program 1ncluded exercises that emphasized neuromuscular control
- particularly of the pelvis and trunk muscles. While the clinical outcome is promising, it
_ remains unclear which neuromuscular factors are responsible for the re‘ducedre-injury
risk. The goal of this thesis research is to improve the‘understanding of hamstring
| musculotendon mechanics'during high speed running, So as to- contribute to a scientiﬁc
basisf for evaluating, and developing appropriate strategies ,for‘rehabilitation and injury

prevention.

Imagmg studies. Radiological analyses have found that the b1ceps femoris long head is
the most 1nJured of the three biarticular hamstnng muscles (Koulouris and Connell 2003)
It has been speculated that the more distal insertion and the relatively short ﬁber‘length of
‘the biceps femoris may place it at' a greater risk fo‘r injury (Wood -1987). Howe'ver,v it is
not clear howthe anatomical differences translate into injury potential during dynamic
: movement. Simple, two dimensional analyses often miss | important differences .in,
| mOment arms between the hamyring muscle. At the knee, the semimembranosus and the
: semitendinosus generate internal rotation moments, while thebiceps femoris long head

‘generates an external moment.’ The difference in moment arms at the knee can explain -



~ why there i isa greater peak musculotendon stretch in the b1ceps femorls long head durlng
: spnntlng than either the sem1tend1nosus or semlmenbranosus (Thelen 2005) Us1ng a
model that represents full three dimensional motion is essent1al to identifying these

’ subtle, yet potentially important, differences in dynamic muscle mechanics and function:

Animal imodels Muscle injury is often aSsociated with eccentric 7- (lengthening)__
: contractlons (L1eber 1992). This is generally belleved to be due to the large muscle
forces that arise durlng a lengthemng contract10n compared to the forces developed by‘
an actively shortemng muscle. 'Ammal models of muscle injury have shown that peak ~
mnscle stretch.(i.e. mechanical strain) and negative work (the product of force and strain)
are good'predictors of muscle injury (Brooks and‘ Faulkner 2001; Liel)er and Friden 1993;
'Lieber and Friden 2002). However, many animal studies use a single makirn_al stretch to-
induce injury, which may be beyond the physiological limits during normal motion. If a
more 1phySioldgical range‘ of motion is used, a muscle_ must be subjected to repeated
stretch-shortening cycles in order for injuryto result (Butterﬁeld and Herzog 2005). This
.l'atter scenario s likely more related to harnstring strain injury rnechanisrns, since the
~ hamstrings exhibit a stretch-shortening cycle during the sprinting vgait cycle (Thelen

| "2005; Thelen 2006) with injury often occurring after repeated strides.

In vivo muscle function and mechanics. ~ Examining dynamic muscle function is
challenging because of the lack of techniques to measure musculotendon mechanics and
- loading in vivo. The development of dynam‘ic imaging techniques, such as cine phase

contrast magnetic resonance imaging (Asakawa et al. 2003) and ultrasound elastography



” v(Loram et al. 200@), make empiriCal approaches more plausible. However, it is not
feasibie 'with current imaging techniques to measure in vivo muscle mechanics during
whole body movementsuch as sprinting. i Therefore . it is‘necessary to. use dynarnic
musculoskeletal modeling to bridge the gap between anirn'al models of muscle injury, and
injuries’ ar1s1ng during dynamic human nlot/ement. ‘Modeling approaches proi{ide
~ estimates of quantities such as kmuscle. stretch,'iforce ‘and negative work that _cannot
: ~otherwise be :obtained. In addition, using a forward dynamic simulation 'app’roach

‘facilitates investigations of the inﬂuence of perturbations on rnuscle function and

* mechanics, which is important to assess injury risk.

- Muscle injury r'n"echa»n»isms;during'sprintingb. The point in the sprinting gait cycle when
the hamstrings are actually injured remains an area of debate (Orchard 2002). It is known
’ that the hamstrings are active (Jonhagen et al. ’1996; Swanson and Caldwell 2000; Wood |
1987) and undergoing a stretch-vshortening cycle (Thelen 2005) during the iatter half of |
swing and early. stance phase of sprinting. In addition, during the late swing phase of
sprinting the hip is highly flexed and the pelvis is rotated anterior,‘ which pl_aces the
- hamstring in a .lengthened‘ state. This‘_ lengthened state is likely to put the hamstrings at -
: 'risk for injury; however, it was previouslyv shown that the peak musculotendon stretch
- does not change when going from_80 percent to max1mum sprinting speed (Thelen 2005;
van Don 1998; Wood 71987); ‘Joint level analyses reveai that there is both a large hip
extension moment and vknee ﬂexion‘ moment during swing and. presumably' the
hamstrings act to absorb the energy as the leg sw1ngs forward (Kuitunen et al. 2002)

Because of the strong relationshlp between muscle stretch and i 1nJury potential seen in



' animal models of muscle injury (l3rooks and Faulkner -2001’; Lieber and Friden 1993;
| Lieber andFriden 2002), it is plausible that the hamstrings are at greatest risk for a
. 'lengthening contraction injury during swing phase (Heiderscheit et al. 2005; Schache et
| al. 2009; Thelen 2006; van Don‘ 1998; Walker et al. 1‘988);’ HoWever; other researchers |
:have suggested that injury may be associatedwith the contact loads seen during early

stance (Mann and Sprague 1980; Orchard 2002),‘though little is:known about hamstring : d
| mechanics during: stance. A recent study suggested that the hamstrings - may be"
susceptrble to injury due toa lengthen1ng contract1on durrng late stance (Yu et al. 2008)
From Jomt level analyses, it is s not poss1ble to descr1be how individual muscles are act1ng. _
Thus, it is advantageous to use a musculoskeletal model1ng approach to estimate
quant1t1es such as muscle force and negat1ve work to fully understand the underlymg

" mechanics of the system for both swing and stance phase.

Forward ,dynamjc simulations. Forward dynamic simulation- is emerging as a powerful
tool to investigate musculotendon mechanics and function during movement (Delp et al.
2007). Us1ng expenments alone to understand dynamic movement dynam1cs has two
fundamental limitations. First, 1mportant variables, 1nclud1ng the forces generated by
muscles, are not generally measurable in experiments.‘ Second, it is difficult to establish
cause-effect relationships_ in complex dynamicsystems from experimentaldata alone.
Forward dynamic approaches allow int/estigators to directly characterize the |
musculotendon mechanicsthat give -rise to dynamic human movement, and to predict
" how movement would changeas a result of a ‘pe‘rturbation to muscle coordlnation or

properties of the musculoskeletalsystem, (Delp_'_et al. 2007). The development of a



computatiohally efficient algorithms fof generaﬁng simulatieﬁs of subject-speciﬁc‘
movement, terrned computed muscle control (CMC) (Thelen and Anderson 2006; Thelen
et al. 2003), hae greatly extended ‘the beneﬁts and use of simulations to address cliaical
preblems. The CMC 'algovlb'ivthm» solves for a set of muscle excitatione that,vwhen input to
‘ a forward dynamic 'fnodel of the 'musculoske‘letal system, replicates mofz_ement observed
in the‘laboratefy. Complex three-dimer‘isional médels can be used which aceeunt for the
. interaetions_ between the muscalotendon ‘mechanics, the geometry of the sy'steni, and the
whole-Body dynamics The main advantage that a forward dynamic model haS’_over an
- inVerse dynamic medel iS the ability to rﬁake changes to the system since the -equatiens of
. .-motion‘are integrated forwafd. Fer exarﬁple, ehanges in the ‘muscle ex‘citatien and force
trajeetories can be introduced in the inodel and then‘ used to predict how other muscles -
react to this change and how fhe resulting movemenf has been altered. This is a powerful
approaeh fo inVestigate the potential fnechanisms of injliry, and to predict how chahges in .
muscle ceofdination inﬂuence injury risk. | |
~The focus of this sfudy‘is to use modeling along with measured kinerhatics and

kinetics to characterize and coatrast hamstring mechanics duﬁng the swing and stance
phases of sprinting, so as to gain ﬁlrther ihsights into injuryfmechanisms. |

| Aim 1. Investlgate how hamstnng musculotendon mechanics during swmg phase
7 vary with treadmill spnntmg speed. To do this, muscle-actuated forward dynamlc |
 simulations were generated that closely replicated the swing phase kinematics of 19‘
athletes running at 80-100% of maximum speed oa' a treadmill. = The simulations were |
then used to estimate hamstring musculotendon, muscle, and 'tendon siretch, fo'rce and

work for the swing phaSe, of the gait cyele. The hypothesis tested was that sprinting



speed increases the magnitude of loading and negative work requiied of the muscle
fibers, while muspulcitendon stretch remains consistent across a range of speeds.

Aim 2. Investigate how individual muscles, particularly those surrounding the
,p-,elvis and back (i.e."the “core™), could influence hamstring stretch during sp'i'inting, To
: (io this, mﬁécle actuated Simulations of sprinting were génerated, thevn‘ small perturbatii)ns
to individual muscle force traje‘ctoriesv (~iN) were introducéd \and‘ the movément was re-
simul'atéd.' The hypothesis tested was that core muscles WOilld have a larger influence on
hamstring stretch .than other muscles of the lower liinb, whicii would suggest thai
- rehabilitation programs that include core strengthening eXevrcisesv could potentially be
b‘eneﬁciall for reducing ‘re-injury risk. |

Aim 3. Develop a least squares fbrward dynamics» methodology for computing
joint mechanics during sprinting on an un-instrumented treadmill. rT_o do this, the center
of pressure (COP-) and the vertical grbund reaction férces was measured from préssure
sensitive insoles during trea‘dmilli sprintingiof eight athletes. A least-squares forward
dynamic approach was then implemented to estimate the unmeasured a’nteﬁo-posterior
and medio-lateral groimd reactioné. In addition, verification of the ‘COP and i/ertical
ground reactions along with the calculated components was performéd against force
platform data. | |

‘Aim 4. Systematically compare biomechanical demandé between stance and
swing phase yo‘f the sprinting éait cycle to better understand potential injury mechanisms.
To do this, 11 silbjects sprinted on a flilly instrumented high—sﬁeed treadmill. vMulscle-
actuated forward dynamic s‘im‘ulations were then generét'ed of sagittal hip and knee | |

~motion at speeds ranging from 80 to 100% of maximum. Simulations were used to



estimate hamstring musculotendon, musclc, and tcﬁdon stretch‘,v force, and wovrk '
- throughout the entire gait cycle. The hypotheses tested were that hamstring
‘musculotendon stretch, force and negative work are all greater during;thcs_wing phase of

sprihtihg than during stance phase.
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Abstract
Introduction/Purpose: The objective of this study was to characterize hamstring muscle

kinematics during sprinting, so as to provide scientific data to better understand injury

12

mechanisms and differences in injury rates between muscles. Methods: We conducted

three-dimensional motion analyses of 14 athletes performing treadmill sprinting at speeds -

ranging from 80% to 100% of maximum. Scaled musculoskeletal models were used to

', estimate hamstring muscle-tendon lengths throughout the sprinting gait cycle for each

speed. We rested our hypotheses that the biceps fernoris ‘(BF)‘vklong head would be
stretched a greater aniount, relative to its 'length' in an upright posture, than‘ the
~ semitendinosus (ST) and semimernbranosus (SM) rnuscles We alsQ tested t‘,he_»hypothesis
tliat:increasing from submaximal toima)‘(,imal sprinting speed would'bot’h increase the

- magnitude and delay the occurrence of peak muscle-tendon lengths 1n the gait cycle.

Results: Maximum hamstring lengths occurred during the late swing phase of sprinting

and were an average of 7.4% (SM), 8.1% (ST), and 9.5% (BF) greater than the respective

muscle-tendon lengtlis in an upright configuration. Peak lengths were significantly larger

in the BF.than the ST and SM (p<0.01), ovccuvrred significantly later vin the gait cycle at
the maximal speed (p<0.01), blit did not increase significantly with speed. Differences in
bthe h1p extensien and knee flexion moment arms between the biariicular’ hamstrings
' aecci)‘unt‘ for the intermuscle variations in the peak lengths  that were estirnated.

Conclusions: We conclude that intermuscle differences in hamstring moment arms about

“the hip and knee maybbe a factor eontributing to the greater propensity for hamstring |

~ strain injuires to occur in the BF muscle.
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Introduction

Hamstring muscle strains are one of the most frequent injuries in sports that

involve sprinting. For example a hamstring strain incidence rate of 24% was found’

among a group of collegiate sprinters and j Jumpers over a two year period (Yamamoto

- 1993). Similarly, high rates of hamstring muscle i injuries and associated missed playing |

time occur in soccer, rugby and.football (Kujala et al. 1997, Seward et al. 1993).

~Radiologic analyses of athletes postinjury indicate that a large majority of all acute
hamstring strains involve the biceps femoris, whereas the semitendinosus and

semimembranosus muscles are less often injured (De Smet and Best 2000; Garrett et al.

1989; Koulouris and Connell 2003).

_Despite'the frequency of hamstringmuscle'injuries during sprinting, it remains
unclear when in the gait cycle the muscle is inj‘ured or why the biceps femoris is more
susceptible to injury. Late vswing (Wood 1987) and early stance (Mann and Sprague
1980) phases of sprinting have been suggested as potentially injurious phases of the gait

cycle. During late swing, the hip is flexed and the knee is extending. The hamstring

' muscles are active at this stage (Kuitunen et al. 2002; Mero and Komi 1987) while -

lengthening, wh1ch could induce an eccentric contraction injury (Garrett 1996; Whiting
and Zernicke 1998). .Altematively, hamstrrng musclesremain active into stance when
they are presumably shortening which could induce a concentric contraction injury

(Mann and Sprague 1980). As for the differences in injury rates between muscles,

investigators. have speculated that the biceps femoris muscle’s unique dual innervation, ’

lateral distal insertion and/or relatively shorter fiber lengths could contribute toa greater

susceptibility to 1nJury (Garrett et al. 1989; Wood 1987).

14
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- Part of the current ambiguity surrounding hamstring muscle injuries may result

- from difficulties in inferring the action of biartictilar hamstring muscles from joint level
\

analyses of spr1nt1ng (Chapman and Caldwell 1983 Jacobs and Vvan Ingen Schenau:

1992; Mann 1981 Mann and Sprague 1980 Swanson and Caldwell 2000 Wood 1987)

and anatom1cal descr1pt1ons» of muscles. A quant1tat1ve, assessment of when the

| hamstring muscles are act1ve1y shorten1ng, lengthenmg, or acting isometrically durmg o

l‘spnntmg may be 1mportant for understandmg the - biomechanical mechamsms of '

'hamstring Injuries. Such_ infonnation could in turn provide a scientiﬁc basis for

evaluating alternative treatment strategies (Sherry and Best 2004) and methods of injury -

prevention

' The objective of this study was to characterize thtring muscle kinematics

dur1ng treadm111 spr1nt1ng Specifically, we used three-d1mens1ona1 motion analyses of |

: spr1nt1ng along w1th scaled musculoskeletal models to estimate hamstrlng muscle-tendon

lengths throughoUt the gait cycle. We tested our primary hypothesis that the b,iceps

femoris would be stretched a ‘greater amount than the semitendinosus and

semimembranosus muscles. We ‘also tested our secondary hypothesis that increasing

from submaximal to maximal sprinting speed would both increase the ‘magnitude and

delay the occurrence of peak hamstring muscle lengths in the gait cycle. To provide
additional characterization of hamstring muscle kinematics, peak velocities and joint

angles were also analyzed.



Methods
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Subjects: A total of 14 athletes 16-31 yr old, volunteered to partlcipate in this

study All athletes were competent spr1nt1ng on h1gh speed treadm1lls hav1ng completed
a m1n1mum of 6 previous treadmill tra1n1ng sessions of 45- 60 min. Experimental test1ng
was conducted at The Orthoped1c Spec1alty Hospital in Murray, Utah. The protocol was
approved by the Inst1tutional Review Boards of both the testing institution and UW-
Madison. Each subject fprovided informed' consent in accordance yvith institutional
| policy; | | "

: Within 10 daysbefore the test session',each athlete completed a speed testing
protocol to establish maximum treadmill sprinting speed. - The protocol consisted of five

" to six trials of sprinting at increasing speeds until the athlete was unable to maintain the

treadmill speed for a minimum of 4 seconds. The athlete was allovyed a full recovery

between trials (heart rate < 110 bpm). |

Protocol: - Each test session started with the subject running at an easy speed on a

B high-speed treadmill, until they were acclimated to running withthe passive markers

attaChed and were adequately warmed up to sprint. Motion analysis data were then

recorded during treadmill spr1nt1ng at 80, 85, 90, and 95% of the subject’s maximum

speed from the previous speed testing session. These tr1als were performed ina ﬁxed

1ncreas1ng speed order because it was not ethical or feasible to require athletes to attempt ’

a maximum sprint on the1r first trial. If the subject was able to sprint ata max1ma1 speed |

that was greater than what had been estabhshed prev1ously, add1t10nal trials at speeds

: correspondlng to 80-95% of the new maximum were performed in desce’ndlng order. This



occurred w1th 6 of the 14 subjects A minimum of 3 min of rest was allotted between

trials to offset effects of fat1gue

17

Motion Analysis: ‘An optical,'“ ‘motion capture system (Motion Analysis.

‘ Corporation, Santa Rosa, CA) to track the three-dimensional positions. of 47 reflective

markers placed‘ on palpable anatomical landmarks 'An initial recording of marker

o posmons durlng qu1et uprlght stance was performed to estabhsh joint centers body.

segment coordlnate systems and segment lengths Kinematic data were recorded at 200
Hz.

Musculoskeletal Model: A three d1mens1onal 14 segment 29 degree of-freedom

musculoskeletal model was used to compute joint angles and hamstring muscle-tendon

- lengths dur1ng spr1nt1ng (F1gure 1.2a). Six degrees of freedom descr1bed the position and

~ orientation of the pe1v1s relat1ve to the ground Each h1p was represented as a ball- and-

socket joint with three degrees of freedom. A one degree-of-freedom knee was used to.

account for tibiofemoral and patellofemoral translations and non-sagittal joint rotations as
a function of knee angle (Walker et al. 1988). The talocrural-suhtalar joint was
represented as a universal joint and the metatarsal j oint as a revolute, with the orientation

of lower extremity joint axes set to anatomically determined values(Delp et al. 1990).

The musculoskeletal model was scaled to individual subjects using the segment lengths

- computed during the initial callbration trial. Both the bone and hamstring muscle

geometries were based on cadaveric imaging and modeling studies conducted by Arnold

et al. (Arnold et al. 2000) (Figure 1.2).



A nonlinear optimization algorithm (SIMM Motion Module, Motion Analysis -

Corporation) was used to conipute the joint ‘ahgle's from the experimental kinematic data

collected during the 'sprinting trials. At each time step, joint angles were computed that.

[ .

minimized the sum of 's‘quared differences between virtual markers on the model and -

18

experimental marker kinematics. ‘Lengths of the biceps femoris (BF), semitendinosus |

: (ST) and semimembranosus (SM) muscle-tendons were computed from the joint angles

by determining the distance from muscle origin to insertion, accounting for the wrapping

~ of the muscles about the hip and knee joints. Muscle-tendon velocities were computed

by numerically differentiating the muscle length data with respect to time. Muscle- |

tendon lengths and velocities were normalized to the respective muscle-tendon length in

an vupright posture that is, with all lower extremity joint angles set to zero.
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Figﬁrev 1.2. (a) Joint angles were computed by optimally fitting a scaled, 29 de’greé-of.

freedom linked-segment model to measured marker kinematics. Biarticular hams'tring‘> _ -

muscles were represeﬁted by a sefies of li’neb segmehts betWeen origin and insel'tion, with_
'wrappingr surfaces uééd to r¢présent wrappibng‘ about structures néar the knee (Delp et al.
1990). (b) Serﬁitendinosus (ST) and biceps fgmoris (BF) have larger’ hip. extension
‘moment arms than the semimembranosus (SM)." ,Thi‘s différence causes the ST ana BF
‘musc-les to lengtﬁen more than the SM aé a result of hip flexion during sprinting. (c) BF
hés the smallest‘» knee flexion moment arm of the bi-arﬁcular hamstring muscles.
Consequently knee flexion during sprinting shorteﬁé tﬁe BF less than the SM aﬁd ST
muscles. ‘ Model pfedic_tions of hip extension and knee | ﬂexion moment arms are
cbmpared to the experimental daté of Arnold et al. (2000)‘ and Buford et al. (1997),

. respectively.

20



The occurrence of foot contact times was identified using the toe marker

21

kinematics. A distinct oscillation in the vertical position of this marker,was‘ present at

’ lan'ding and was d\e‘tected‘by'determi:ning when the vertical velocity of the toe marker :
exceeded a threshold value. The time (percentage of the gait cycle); and magnitude of

both the minimum and maximum muscle-tendon lengths and velocities were determined

' from three gait cybleé for both the right and left legs. The hip and khéeiﬂéXion angles at -

“the time of peak muscle-tendon lengths were also computed. Repeated measures analysis
of variance was used to determine the effect of muscle and speed on the magnitude and

timing of vmaximumfmuscle-‘tendon lengths and muscleétevndon velocities. "Repeated

meaSures analysis of variance was also used to determine the effects of muscle and speed »

| on muscle-tendon length excursions, and to assess. the effect of speed on peak hip flexion

* and knee extension angleé., Tukey’s test was used for post-hoc analysis of significant |

main effects. All statistical analyses were completed with Systat (SPSS Inc., Chicago,

IL) witha éigniﬁcéncé level of 0.01 used for all comparisons. |

Results

- Maximal sprinting speeds for the subjects averaged 9.4‘m/svfor the males and 8.1

n/s for the ferhalés (Table 1.2). The hamstring muscle-tenddns were shortehing at foot

- contact and continued to shorten throughout the stance phase of sprinting (Figure 2.2).

‘Hamstring muScle-tcndon lengthening started at ~45% of the gait cycle, which was N

during swing just before the knee was reversing direction and starting to extend. Muscle-
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- tendon lengthening persisted from thls p01nt until reaching peak lengths at ~90% of the

: bgalt cycle which sllghtly preceded maximum knee extension during term1na1 swing.

Table 1.2. Subject characteristics and maximal treadmill sprinting speed of the athletes

~ who participated in this study. -

Males Females

“mean (SD) ' mean (SD)
Number of subjects 9 ‘ 5
Age, yrs U 182@23) 196 (6.4)
Height, cm O 1822(43) 1764 (5.3)
Body mass, kg . 84.7(6.0) 65.7(42)°
Max speed (m/s) 936 (0.61) ~  8.13 (0.76)

The ‘indi;/idu(al hamstring rnuscle-tendons Were_ilengthened an average of 7.4%
, (S‘M), 8.1% (ST) and 9.5% (BF) beyond norninal upright lengths. The normalized peak
rnuscle-tendon length was signiﬁcantly greater (p<0.01) for the BF than the SM and ST
(Table 2. 2) Peak muscle-tendon lengths did not vary 51gn1ﬁcantly over the range of
running speeds tested However the correspondlng hip ﬂex1on and knee flexion angles
at the time peak muscle-tendon 1engths were reached, both signiﬁcantly increased with
‘speed (p<0.01, Table 2.2). The overall exCursions over a gait cycle were greater for the
ST (22.8%) than the SM (20.5%) and BF (19. 4‘%)‘rnuscles (Figure 3.2). Peak hamstring |
lengths occurred s1gn1ﬁcant1y later in the galt cycle at 100% of spr1nt1ng speed compared
with submax1mal spr1nt1ng speeds (p<0 01), with the delay amountlng to ~2% of the gait

, cycle.

Peak lengthenlng veloc1t1es of 1.6- 2 0 muscle-tendon lengths per second occurred

“at ~60% of the gaJt cycle (Table 3. 2) Th1s corresponded closely to the trans1tlon from
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‘knee flexion to knee eXtension during the swing phase of sprinting. ~Peak lengthening -

Vel’ocities increa‘sed: significantly with speed for each of (_the. muscles (p<0.01).

- Lengthening velocities ‘Were greater in the ST than the BF and SM (p<0.01).

MéXimum hip ﬂexion did not vary with speed, reaching approximately 70° at each

of the speeds. The knee was s1gmﬁcantly (p<0 01) more ﬂexed by 8°, durmg late sw1ng'

- at the max1mum speed than at the slowest (80% max) speed (Table 4, 2)



] Figure 2.2. a) The net change in length

(AL ) of the hamstﬁng muscles during
‘the_ spﬁnting 7 gait éyclé,. rélativé to the -
r_especti;'e muscle-fendon lengths in an
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the hamstring muscles occurred at ~92%
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" Table 2.2. Mean (SD) peak muscle-tendon lengths (L, ) normalized to lengths in an

upright posture, over the sprinting gait cycle. Peak lengths {zvere significantly larger in the

~ biceps femoris than the semimembranosus and »semitendinosus muscles (p<0 01) and .

| ~wefe reached signiﬁcantly later (7,

) in the galt cycle (GC) at the fastest speed (p<0 01) '

‘, Although the peak muscle—tendon lengths were invariant wnh speed the correspondlng

N posture of the hmb d1d vary Th1s was ev1dent in the h1p and knee flexion angles wh1ch ‘

' | -at the time of peak muscle-tendon l_ength, both significantly Var1ed w1th speed (p< 0.01)._

Mauscle

o muscle by speed interactions (p<0 01)

51gn1ﬁcant

i ‘ 1,2 : 1,2
.SI();oed’ max . . ) Foox . ‘Hhipf knee
max) (%GC)
Biceps Femoris - 80 1.098 (0.026) 86.9 (4.2) 627 (8.3) 439 (12.6)
' ‘ 85 1.096 (0.028) 87.1 (4.5)  63.1° (6.8) 443 (11.6)
90 1.097 (0.027) 87.4 (3.8) 633 (7.1) 448 (10.2)
95 1.094 (0.027) 883 (3.5) 626 (5.8) 454 (9.9
100 1.098 (0.028) 89.6 (3.7) 646 (6.7) 454 (8.7)
Semimembranosus 80 1.077 (0.015) 899 (29) ~ 56.6 (7.5 - 314 (6.6)
’ . 85 1.075 (0.019) 904 (3.1) 572 (7.0) 32.1 (5.7
© 90 - 1.075 (0.015) 90.0 (2.7) . 588 (74) 354 (5.2) -
95  1.072 (0.015) 90.8 (24) 588 (6.4) 37.1 (5.6)
100 1.075 (0.016) 92.0 2.7) 614 (8.0) 384 (5.3)
Semitendinosus 80  1.084.(0.017) 89.7 29) 569 (7.5) - 31.8 (6.6)
o 85 1.082 (0.020) 90.1 (3.1) 57.5 (6.9) 32.7 (5.8)
. 90 1.082 (0.017) 90.0 (2.7) 589 (74) 356 (5.3)
95 1.078 (0.016) 90.7 (24) 589 (64) 374 (5.6)°
- 100 1.082 (0.018) 92.0 (2.7) - 615 (8.0) 38.7 (5.3)
1s1gn1ﬁcant muscle effects (p<0.01), s1gn1ﬁcant speed effects (p<0 01),
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Table 3.2. Mean (SD) maximum and mimimum muscle-tendon velocities, normélizéd

~ to lengths in an upﬁght posture, during the sprinting gait cycle. The magnitude of both

_inaximum (V...) and minimum (7, ) velocities increased significantly with running

‘speed; Peak lengthening velocities were signiﬁcantly larger in the semitendinosus than

the biceps femoris and semimembranosus muscles. The time of occurrence of peak

lengthening (4 ) and shortening (7., ) vvelvocities‘within the gait cycle (‘GC)‘ did not vary

‘with speed or between muscles.

Speed

muscle by 'speed interactions (p<0.01).

Muscle o L23 oo o L2 to
(% max) e % , i %GC
< L/sy  *C9 (L /) (%6C)
~ Biceps Femoris - 80 1.63 (0.25) . 59.0 (7.1) 121 (0.22) 18.9 (18.3)
: 85 1.69 (0.28)  59.0 (7.3) -1.28 (0.20) 21.5 (17.2)
90 1.70 (0.26) 59.0 (8.0) = -1.33(0.22) 17.7 (14.9) -
95 1.74 (0.29) 58.6 (7.4) -1.40 (0.23) 16.3 (17.4)
‘ 100 ~1.77 (0.27) 60.5 (10.7) -1.47 (0.24) 16.8 (15.5)
Semimembranosus 80 1.54 (0.24) 599 (7.1)  -127(021) 26.4 (16.7)
' - 85 '1.59 (0.26) 60.3 (7.2) -1.33 (0.20) 27.1 (16.2)
9. ~ 1.63 (0.24) 604 (7.9) -1.36 (0.21) 22.0 (14.2)
95 1.66 (0.28) - 59.8 (7.3) . -1.42(0.23) 22.4 (16.3)
100 1.71 (0.26)  63.7 (10.2)  -1.49 (0.23) 21.4 (14.7)
Semitendinosus 80 1.74 (0.31)  60.8 (7.1) -1.45 (0.28) * 27.7 (»16.8)
' 85 1.79 (0.33) 60.9 (7.2)  -1.53.(0.28) 28.5 (16.3)
90 1.83 (0.32) 60.8 (7.9)  -1.55(0.29) 24.3 (14.4)
95 1.87 (0.35) - 61.1 (7.5) -1.62 (0.31) 25.7 (16.7)
100 1.93 (0.34) 64.8 (10.3) -1.70 (0.32) - 24.2 (15.0)
vlsigniﬁcant' muscle effects (p<0.01), 2signiﬁcan't speed effects (p<0.01), v3signiﬁcant
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Figure 3.2. R’én‘ge’o'f ndmaliied‘ muscle-tendon lengths t_hroﬁg‘h whi‘chrthe ‘vham\string
muséles.act during sprinting.-. The largesf e?(cui‘sibn is seen in the semitendinosus (ST),
which is aﬁributable to the ST having a larger knee flexion momeﬁt arm and hence |
greater shortening w1th kﬁee flexion. R»elvative to respéctiVe upright lengfhs, tvhev biceps
: ‘, férﬁoris ,(BF) is stretched more than the ST and semimefnbrandsus (SM) muscles at all -

| 'speeds,



- Table 4.2. Maximum hip flexion (6,,) and minimum:knee flexion (6,,,) angles over-

the sprintirig gait cycle. Maximum hip flexion did not vary with speed, but was reached

: (thlp)' signiﬁcantly later in the gait ,cy¢le at high speeds. The knee was more flexed at the

\ higher speeds, with peak knée" ‘extcvnsi()h being reached ('t,mee) slightly closer to heel -

-contact as speed was increased.

0 t

Speed‘, -hip,max * hip,max HKnee,min - tkhee,min
(% ofmax) (9 (% of GC) ©) | (% of GC)
80| 71.5(9.4) | 78.0(1.8) | 24.7(47) | 95.5(2.1)

85| 71.4(8.1) | 78.4(22) | 25.8(4.9) | 95.8(1.9)

90| 70.8(7.8) | 79.0(22) | 28.9(43) | 96.4(2.0)

95| 69.5(5.9) | 80.0(1.7) | 31.0(4.8) | 96.9(2.1)

100] 703(5.9) | 81.6(3.3) | 32.5(5.2) | 96.7(2.3)
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Discussion

We used experimental joint kinematics along with a musculoskeletal model to

estlmate hamstring lengths dur1ng spr1nt1ng, thus prov1d1ng an indication of overall“

: stretch in the muscle-tendon un1t We found that the hamstr1ng muscle-tendons undergo _

lengthemng from approxrmately 45 90% of the spr1nt1ng gait cycle with peak lengths .

" occurring while in flight phase before foot contact. Prev1ous estimates of hamstrmg

kinematics during ‘sprinting have also concluded that peak muscle-tendon lengths oceur

durin'g.late swing (Simo_nsen et al. 1985; Wood 1987). EMG analysis indicates that the

hamstring muscles are active during the last ~20% of the gait cycle (Kuitunen et al. 2002;

. Wood 1987). Taken together, thls means the hamstring muscles are likely undergoing ane

' active lengthéning contraction during late swing.

- We estirnated that muscle-tendon stretch, relative to muscle-tendon length in an
upright posture, dunng spnntmg is greater for the biceps femons than the
| semimembranosus and sem1tend1nosus.r This dlfference is a direct result of slight
‘variation's »in h1p extension and knee flexion moment arms between the individual
hamstring rnuscles. bPeak hanlstring muscle lengths during sprinting occur during late
| swing when the hip is highly flexed (~55 -65°) and the knee is slightly flexed (~30 45°)
(Table 2 2) Exper1mental studies have found that the sem1tend1nosus and biceps femoris

have a slightly larger hip extension moment arm than the semlmembranosus (Arnold et

al. 2000) Thus, h1p flexion causes relat1vely greater lengthemng of these two muscles ~

Conversely, knee ﬂex1on causes a reduction in the overall length of the b1art1cularv

hamstrings. At the knee, the biceps femor1s has a smaller flexion moment arm than the



semitendinosus and semimembranosus (Buford et al. 1997), and a corresponding smaller

reduction in overall length. The net result of these combined effects is for sprinting to

require greater stretch of the 'biceps femoris than of the semimembranosus and

semitendinosus (Figure 2.2).

Intermuscle differences in hamstring muscle injury rates have been observed
amohg sprinters. The long headvof the biceps femoris is the most commonly injured (De
Sme,t'and Best 2_000; Garrett et al. 1989; Koulouris and Connell 2003). For example,

imaging analy51s of 170 athletes post-injury found that 80% of hamstrmg muscle straln

1njur1es 1nvolved the blCCpS femoris (Koulouns and Connell 2003).. These observations .

are consistent with our estimate that the BF incurs the largest overall stretch during

sprinting. Thus it is possible that slight differences in muscle moment arms, particularly

at the knee, may contribute to the differences in injury rates among the hamstring

“muscles. This potential factor has not been previou'sly proposed, with other researchers

foc'usi_nAgv on differences in fiber lengths, pennation, and innervation (Garrett 1996; Wood
- 1987). Further research is warranted to better understand how these various factors

actually combine to cause differences in injury rates.

Surpris.ingly we did not estimate signiﬁcant changes in peak hamstring lengths as |

‘running speed was incfeased' from 80% to 100% of maximum. HoWever, we did find that
the posture of the limb, at the time of peak hamstring lengths were reached, varied
signiﬁcaﬁtly with speed. Both the hip and knee flexion angleswere greater at faster.
spﬁnting speeds (Table 2.2). Therefore, the inerease in hamstring muscle-tendon due toa

- more flexed hip was offset by the decrease in length due to a more flexed knee at fast

30



' sprinting speeds This result suggests that hamstr1ng extens1b1l1ty may be a l1m1t1ng
. 7 factor dictatlng postures seen during the late swing phase of running. It is also interesting
to hote that the pattern of muscle-tendon lengths occurrmg during sprinting (Figure 2.2)
are 'qualitatively similarto that seen in uvalldng (Delp.et al. ' 1996). However, the stretch
‘magn1tude durmg sprinting, from 7 to 10% beyond upnght lengths exceed the 5%

| hamstr1ng stretch that occurs dur1ng walk1ng (Delp et al 1996).
. We did find a delayed occurrence of peak hamstring lengths within the gait cycle
and an increased muscle-tendon lengthening velocity at the maximum sprinting speed. It

has been suggested that increasing from submaximal to maximal 'speedv may be
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accomplished by delaying the reduction of swing leg energy within the gait cycle, with -

eccentric knee moment capacity being a potential limiting factor (Chapman and Caldwell

- 1983). Similarly, post hoc analysis of our data indicated that increasing from 95 to 100%

of sprinting speed involved a delay in when the peak hamstring muscle-tendon blengths

- occurred in the gait cycle. Give that there were no significant changes in the timing of

| peak lengths at speeds below 95%, the delay seen at the the highest speed may well result

from reaching a limiting neuromuscular factor at a maximum running speed.

- There are some limitations of our study that are important to consider when

interpreting the results. Our estimates of hamstring muscle-tendon kinematics are based

on generic musculoskeletal models that do not account for individual differences in

muscle origins and insertions, or the effects of loads on joint kinematics. Accounting for |

{
\

these factors would likely alter the absolute magnitudes of the muscle-tendon lengths, but

- is unlikely to impact either the timing ‘or intermuscle differences of peak‘ muscle-tendon


http://Delp-.et.al

lengths. This is because the timing of peak lengths depends primarily on the
*simultaneous occurrence of near maximal hip flexion and knee extension, rather than on
. ‘the gedme_try. Dynamic joint and muscle loading could alter the instantaneous Joint axes

and/or muscle paths. However the anthropbm_ctric relationship among the muscles would
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 still be retainéd meaning the relative differences in lengths and velocities between :

" muscles would likely remain similar.

Our subjects were running on a treadmill rather than overground, as treadmill

running allowed us to capture multiple trials that improved the strength of our statistical |

comparisons. Nigg et al. (1995) found biomechanical differences between treadmill and

overground running to be highly subject dependent, such that it is difficult to infer how _,

~ hamstring muscle kinematics may differ between the two conditions. Frishberg (1983)
found that at foot contact, spri_nters t¢nded_to have a more upright leg but less upright
thigh when sprinting overground]compared to ona .tr'eadmill. This’ could indicate the
athletes Were running with greater hip and knee ﬂexioh during terminal swing. Becauée
hip flexion lengthens the hamstﬁngs ‘and knee flexion shortens the hamstrings, these two
factors could pqtentially combine to produce similar muscle-tendon kinematics as seen in

treadmill sprinting.

Animal bmodvels ‘hvave derhonstratéd that muscle ‘ﬁber_ stfain ‘is a primary
deténniﬁant of injury during active lcngthening _coﬂtracﬁdns (Best et al. 1995; Brooks
and Faulkner 2001; Lieber and Friden 1993); For examblé, Beét et al. (1995) fouﬁd that
acute strain injvuti'ies occurred when fiber sﬁain reached ~60% across strain’r‘a‘tes ranging

from 4 to 100 cm/s. Therefore, although we found intermuscle differences in both the



‘stretch and lengthening velocity of the muscle-tendons, the peak stretch 'measures‘may be
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“mote relevant as indicators of injury potential.f Based on the siretch measures, our data

would support the idea that injury potential is greatest during the late swing phase of

. sprinting and is higher for the biceps femoris than the medialhamstrings (van Don 1998).

However, it is important to recognizethat muscle-tendon stretch does not equate directly |

to ﬁber strain due to the dynamic interactions between muscl‘e contraction properties and

' tendon elast1c1ty (ZaJac 1989) For example a recent expenmental study demonstrated

that gastrocnemius muscle fasc1cles remain at a relat1vely constant length wh1le the
muscle-tendon and tendon undergo substantial lengthening and shortening during the
~ stance phase of walking (Fukunaga et al. 2001). It is similarly_ feasible that the hamstring
~ muscle ﬁhers undergo different motion than the muscle,-tendon vunit during the late swing
- phase of sprinting, contracting isometrically while the tendon stretches and then recoils

before foot: contact. Accounting for these dynamic muscle-tendon interactions is

‘important for estimating actual fiber strain during functional movement such as sprinting.

~ Given that the vast majority of hamstring strain injuries oceur at or near a myotendinosus

junction (De Smet and Best 2000),'such analyses are highly relevant for furthering our

understanding of injury mechanisms in vivo.

~In Sumnmry?, our results suggest that peak hamstring muscle-tendon lengths occur
during late swing prior to foot contact, tend to be larger in the biceps femoris than in the
- semitendinosus and semimembranosus muscles, but do not vary significantly as sprinting

‘speed. is increased from sub-maximal to maximal. Combining these analyses with an

assessment of vhamstring muscle-tendon  interactions may lend insights into the



biomechanical meéhanisfns r‘of hamstring injuries, and thus provide é scientific basis for
evaluaﬁng clinical treatment stfatégics éndi‘nethods of injury preventioh. |
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, Abstract
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The purpose of this. study was to character1ze the effect of speed and influence of -

indiv1dual muscles on hamstrmg stretch load1ng, and work durrng the swing phase of v‘

,sprintlng We measured three d1men51onal k1nemat1cs and electromyography (EMG) "

act1v1t1es of 19 athletes spr1nt1ng on a treadmill at speeds ranging from 80% to 100% of

» max1mum speed. We then generated muscle-actuated forward dynamic 51mulations of

swing and double-float phases of the sprinting gait cycle. Simulated lower extremity |

| joint angles and model predicted excitations were similar to measured quantities. Swing
phase simulations ‘were 'used to characterize the effects of speed on the peak stretch,
max1mum force, and negative work of the ‘biceps femons long head (BF) themost often
injured 'hamstrmg muscle. Perturbatlons of the double ﬂoat 51mulat1ons were used to
assess the influence of individual muscles on BF stretch. .
’ Peak hamstring musculotendon stretch occurred. at ~90% of the gait cycle (late
swing) and was independent' of speed. ‘Pe'ak hamstring vforce and negative musculotendon
‘work increased signiﬁcantly ‘with speed (p<0.0’5). Muscles in the lumbo-pelvic re_gion

had greater influence on hamstring stretch than muscles acting about the knee and ankle.

In particular, the hip flexors were found to induce substantial hamstring stretch in the

opposite limb, with that influence increaSing with running speed. We conclude that :

_hamstring strain injury during sprinting may be related to the performance of large
amounts of negative work over repeated strides and/or resulting from a perturbation in
’peIVic muscle coordination that induces excessive hamstring stretch in a single stride..

Key words: muscle strain injury, motion analysis, musculoskeletal modeling, stretch

shortening cycle, forWard dynamics



| Introduction

Acute hamstﬁng strain injuries afe commonly,linked‘.‘with maximal speed running
. in a variety of sports such as track, foofbali and soccer (Gabbe 2005; ’Wo_ods 2004).
. While it 18 'génerally agreed that strain injuries are thé result of exceeding the local

- mechanical limits of the muscle tissué, little is known on how running speed change_s the
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- mechanical demands of the hamstrings. Such.information is relevant for establishing a -

- scientific basis for injury prevention programs and rehabilitative approaches that can

mitigate the high risk for re-injury (Orchard and Best 2002). For example, a recent study

found that the performance of rehabilitative exercises targeting neuromuscillar control of
- muscles in the lumbo-pelvié region (e.g. abdominal obliques, erector spinae, illiopsoas)
reduced hamstring re-injury ratés compared to a stretching and strengthening approach

(Sherry and Best 2004). However, the complexities of multi-segmental dynamics (Zajac

and Gordon 1989) make .it_ challenging to understand how lumbo-pelvic muscles may

influence hamstring mechanics, and hence injury risk.

 Prior studies have shown that the biarticular hamstringsvare active (Jonhagen et al.

‘1‘9‘96;Swanson and Caldwell 2000; Wood 1987) and undergo a stretch-shortening cycle |

(Thelen 2005) during the second half of the swing.phase' of sprinting. The hamstrings do

a substantial amount of négative work over this period, with the peak stretch of the -

hamstring musculntendon unit occurring during late swing (Thelen 2005; van Don 1998;
Wood 1987_). Thus, the hamstrings are likely suscepﬁble to a lengthening contfaction
injury during late swing. . We have p’reviouély shown that péé.k musculotendon strefch ié
invar‘iant’as speed increases froin submaxirnal to maximal speeds (Thélen 2005). The

purpose of this study was to utilize simulations of subject-specific sprinting dynamicsbto



test the hypothesis that 'spri'n‘tving speed increases the loading and negative work required
‘of the hamstrings. We also evaluated the sensitivity of hamstring stretch to perturbations . -
in individual muscle Af:or\ces; to understand __the: potehtial influence that lumbo-pelvic.

i

- muscles have on injury risk.

Methods | |
* Subjects. 19 athletes Iianicipated in this study (Table 1.3). All subjects had experience - -
sprinting on a‘tr.eadmill‘. Testingwas conducfed at two sitéé:: the Orthopédié Specialty
Hospital in Mu_fray, UT and the University of W‘iscons'ivn-Madison 1n Madisoh, WL The |
teéting prthcol was appfpved By the Ivn'stitlllti;(l)nal Review Boards at both ir_istitlitions and

all subjects provided informed consent in accordance with institutional policies.

Table 1.3. Subject characteristics and maximum treadmill sprinting speed (Vmax) of the -

athletes who participated in this Study.

“Males Females -

_ : e mean (s.d.) mean (s.d.)
. Number of subjects - - 14 5
Age,yrs 20957 19.6 (6.4)
Height, cm 179 (8) 176 (5)
Body mass, kg =~ 78.6(9.6) . 65.7(4.2)

Vi (/S) __9.10(0.60)  8.18(0.77)



Experimental protocol. Whole body kinematics were recorded using . 40 reflective

" markers placed on each subject, With 21 located on anatomical landmarks. In addition, a

subset (n=5) of the subjects had electromyography (EMG) surface electrodes pla¢ed on

muscles of the right lower limb: biceps femoris (BF), medial hainstrings (ST and SM),

vastus lateralis, rectus femoris, and thé\m‘edial gastrocnemius. ‘A'fter the markefs and

EMG eléctrodes wefe 1n placé, -each subject Warmed up prior to sprihting at ‘80,: 85,' 90,
95, and 100% of his/her maximum speed, with 5 ‘sirides (3-5 seconds) collected for caich
trial. Skubjects were given adequate rést between trials. A stéhdirig‘ trizil | was also
performed to cstabiish Ségment lengths, joint ’ceinte_rs And joint coordinate systerhs.

- Data aciluisition. Thres-dimensionai Kinematics were co}llected’ at 200 Hz iising' an 8-

camera passive marker syst,em (Motion Analysis Corporation, - Santa Rosa, CA).

40

~ Kinematic data were low pass filtered using a bidirectiohal, 4™ order Butterworth filter

~with a cutoff frequency of 12 Hz. Foot contact times were ascertained from a contact-
"induced vertical acceleration of the 5 metatarsal toe marker at foot strike. The validity
- of this approach has been verified with pressure sensitive foot switches on four of the

subjects.

EMG activities were recorded (synchronously with kinematics at 2000Hz) using

single differential, surface electrodes with an inter-electrode distance of 10 mm (DE-2.1,

DelSys, Inc, Boston, MA). Each electrode pre-amplified the signal and interfabed to an

amplifier unit (Bagnoli-16, DelSys, Boston, ‘MA). The EMG sigrials were subsequently

full-wave rectified and low pass ﬁlterved‘ using a bidirectional, 6™ order Butterworth filter

with a cutoff frequency of 20 Hz.



‘ Mu_sculosk_elethl model: The body was modeled as a 14 segment, 31 degree of freed_om
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(DOF) articulat‘ed lihkage (Figure 1'.3). 'Anthropometric properties of the segments were

-scaled to éach individual using the subject’s héight, mass and segment lengths (de Leva
| '1'996). Each hip was modeled as a ball and socket joint with three DOF. The_ knee was

‘ represented as a one DOF joint, in which the tibiofemoral translations and nonsagittal

* rotations were c(l)nstrai‘nedfunctions of knée ﬂéxion-eXténsion ahgle (Walker et al. 1988).

_'Thé ankle-subtalar complcx was represented by two revolute joints aligned with

v anatomical axes (Delp et al. 1990). The low back was representéd as a ball and socket -

“joint at the 3" lumbar vertebra (Anderson and Pandy 1999). For each trial, joinf angles

13

were computed at each time step using a global OptimiZation- routine to minimize the sum

of squéred error between the measured and mddel marker positions (Lu and O'Co'nnof
1999). | |

| Musculotendon actﬁétofs were represented as line segments convnectingv the érigiﬁ
fo the insertion with wrapping about joints and  other structures accounted for with
vwrapping surfaces (Amold et al. 2000). The iﬁpﬁt to each xﬁusqulotendon actuator was
an idealized ex.cbitation‘levvel that varied t;etween’zero’ and one (qu ebx‘vc'itat‘ion). Muscie

‘excitation-to-activation dynamics was .
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| o ATEY e 8
- Muscle Fiber Length Muscle Fiber Velocity Tendon Strain

@

, 'Figure lv.-’3. (@) A forward dynamic mﬁsculoskéletal model, shown with 58

rmus.'culotendonv 'a%c':tuétors, wa$ used to simi;l’ate both the swing phase and doubie float
phases.' of spriﬁting. (b) A‘ Hill-type model was used to c‘haracterize musculotendon
-contraction dynamics. The rnuscle ,rforce-léngth-yelocity properties and tendon -fovrce-
strain properties were scaled to eéch -muscle“us‘ing four pa‘ra.me:tér's: [f - optimal fiber
léngth, FY- maxifnum‘ isometric fo’rcé, 0 -,_tehdon slack length and ¢, - fiber pennation
é.ngle (Zajac 1989).> i’ararheters used for ‘the bi@ibular hamString muscles ‘wclere adaptgd
from the literature (Delp, et al., 1‘990, Amold, et al., 2000) 1) BF: E’(‘f =0.10§m,
€f=0‘.341m‘,‘ FOM i1792rN, o) =0deg, 2)‘ ST: Zﬁ% #Ov.v201m',‘_ 5 =0.262m,

Fy' =820N, o' =5deg, SM: ¢4 =0.08m, £ =0.359m, FM =2576N, a =15deg.
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represented using a first order differential eouation that had a faster time constant during

activation (10 ms) than deactiVation (30 ms). - A Hill-type model (Figure 1.3) of

musculotendon contraction dynamics was assumed, where muscle fibers were in series.

. with an elastic tendon (Zajac 1989) ' Force produced by the musculotendon actuator was

'app11ed to the segments to which it attached The equations of motion of the »

musculoskeletal model were derived using SDFast (Parametric Technology Corporat1on
Waltham, MA) and SIMM Pipeline (Musculographics Inc., C.hicago, IL).
Foi'Ward .dynamic 'siinulatio’ns: We generate_d muscle-actuated forward dynamic
" simulations. of siying limb movement to characterize hamstring stretch, force and work.
In swing phase simulations, 52 musculotendon actuators (26 ‘actuators on each limb) were
used to actuate 3 DOF on each limb (hip ﬂexion-extension, hip adduction-abduction,
knee | »ﬂexion-extension). All other DOF Were prescribed to follow the measured
kinematic trajectories, thereby accounting for, inter-segmental dynamics.‘ Swing phase
.simulations were generated for 3 strides for each subjectat each speed. |

We also generated forward dynamic simulations of ’ the double float phase of

spr1nt1ng (i.e. when both feet are off the ground) to assess the 1nﬂuence of individual

muscles on hamstring stretch Double float phase was selected because peak hamstr1ng :

‘musculotendon stretch occurs during this time period. In the double float 51mulations, 58

’ musculotendon actuators (26 on each limb and 6 acting about the low back) were used to

B actuate 21 DOF (6 DOF for the pelvis and each limb, 3 DOF about the low back), with

only the upper extremity DOF prescr1bed to follow measured traJectorles Double float ‘

phase simulations were generated for one stride at 80 and 100% speeds for 4 subjects,

Whomwe had a full set of kinematic, EMG and foot switch data.



For all simulations, a computed muscle control (CMC) algorithm Was used to
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detelfmine muscle excitation patterns that, when input into the forward dynamic model,

produced joint angles that closely replicated experimental kinematics. A brief description

of the ‘CMC algorithm fellows (for details, see (Thelen and Anderson 2006)). When

cyompn'ting‘the excitetiOns, we first determined the difference betWeen the experimental
and simulated joint angles and angular Qelocities. These errors were fed back and
cofnbined with the experimental accelerations th eompute a set of deSired accelerations to
ensure the exvperivmental‘ kinematics were tracked. We then deterrnined a set of muscle

- excitations that would generate the desired accelerations, while 'minimizing a cost

function (sum of mnscle volume-weighted squared activations, (Happee 1994) to resolve.

muscle redundancy. Computed muscle excitations were then inpuf into the forward
dynamic model equations, which were numerically integrated to generate a set of

simulated muscle excitations, activations, lengths, musculotendon forces and joint

kinematics. The excitations were re-computed using this process at 0.01 sec intervals -

throughout the simulations.
Swing phase simulations, in which muscles actuated 3 DOF on each limb, were

used to characterize the musculotendon stretch, force and power development of the

‘,bi'a‘rticu1ar hamstrings. Stretch was defined as the change in length of the musculotendon

~ unit relative to the relaxed length in an upright posture. Relaxed lengths were estimated
by setting all joint angles and muscle excitations to zero in the subject-specific scaled

model. The musculotendon power generated (absorbed) was computed as the product of

the force and museulotendon velocity. Negative and positive musculotendon work was

computed by integrating the respective portions of the power curves. A one-way



‘repeated measures analysis of variance was used to determine the effects of normalized
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speed (80, 85, 90, 95, and 100%) on the magnitude _of peak musculotendon str’etch, force,

and negative work. Tukey’.s_ post ho¢ test Wés used to analyze significant main effects.

‘The statistical analyses were completed using Systat (SPSS Inc., Chicago, IL) with a |

significance level of 0.05.

Perturbations of the double float phase simulations; in which muscles actuated 21

DOF , Were performedv‘ to investigate how individual = muscles influence BF ;

musculotendon strétch‘(Fi_gure 2.‘3). We report pertﬁrbation results ifor the BF because it -

is the most frequently injured of | the hamstring ‘muscle‘s' (Connell et al. 2004), the

- perturbation results for the other biarticular hamstrings were similar. For each muscle in

' the model, the nominal forcc"trajectory was perturbed by a fixed ratio (0.1%) throughout

double ﬂoat, while the excitations of all other muscles were held constant (Figure 2.3).

The musculoskeletal dynamic model equations were then re-integrated to produce a

. perturbed set of joint and ‘musculotendon kinematic trajectories. It is noted that

pertufbation—induCed changes in kinematics could alter the lengths and velocities, and

hence forces, of other muscles in thevsystem, thereby reflecting the _qomplex interactions
- . inherent in the muschlqskélctal system (Goldbcrg et al. 2004)." Th¢,inﬂuence 6f an
individual muscle was then defined as the chahgé, in the péak sﬁetch of the BF.-scaled by
‘ther inverscb of the : force pérmrbafion magnitude. | Rerturbétiohé with a fixed vf»orce
magnitude (IN) were also performéd to assess the pbtentiél of muécles to influence

‘biceps femoris stretch per unit force (Goldberg et al. 2'004')'. |
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| ~ Excitations o | N | R. Biceps Femoris =
R. BF L — ‘MusculOtendon Stretch
"RVL [ —
RGASL— -~

" Perturbed Force Trajectory

P

e C® ©

_ l%‘igure, 23 Ih the perturbation analyse§ ué_ed to assesé muscle influence, we ﬁrst

v gcrievrated fomard dyﬂamic simulations Qf the double float phése of ‘sp’rinting in which all
lower extremity and low back degrees of freedom were actuatéd by muscles (note that
left limB muscles are nof shOWn for clarity). ’(a) We then perturbed individual muséle
force ‘.crajectorie‘s,‘ one at a time, by 0.1 percent throughout the sfmulatioﬁ while other
muscle excitations were held , chsfant (soiid line is nominal-trajecto;'y, dashed line is

- perturbed force traj ectofy)} (b) The. movement was then re-simulated. . (c) The difference

i fhe BF nominal length (solid line) and perturbed length (dashed line) was attributed to

~ the force perturbation. The change in peak fﬁuséul’otendon stretch scaled by the inverse
of the perturbation magnitucié to determine the absolute influence of the muscle (in mm)

“on BF stretch.



Results

The CMC algorithm generated s1mulat10ns that closely tracked the experimental
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kinematics (Flgure 3 3). For the sw1ng phase s1mu1at10ns RMS errors for the hip and N

knee 'angles were 1.0 £ 0.7° for hip ﬂexlcn-extenslon, 0.17‘ __-I: 0.3° for h1p abductlon-b

adduction, and 2.2 +1.2° for knee flexion-extension. For the double float simnlations,

the average RMS errors for the actuated 21 DOF were 3.3 + 4.3°. The simulated -muscle '

V,excitati(')n patterns of the lower limb muscles were similar to measured EMG signaIs

(Figure 4.3). Hamstring muscle excitations were initiated at ~70% of the gait cycle and

remained elevated throughout the remainder of swing phase. ‘The hamstring

’musculotendon units lengthened' from approximately -50% to ‘90% of the ‘gait cycle with
| peak force reached between 85 and 95% of the ga1t cycle (Figure 5.3). |

| Peak hamstrmg musculotendon stretch was mdependent of speed However, both
peak musculotendon force and negatltfe. musculotendon work 1ncreased significantly
(p<0.0T) w1th 'spee_d, (Fignre 6.3). The average net hamstring force increased from ~36
N/kg at the80% speed tc ~52 N/kg at maximal speed and the average net negatrve work

1ncreased from ~1.4 J/kg to ~2 61 J/kg as speed was 1ncreased (Table 2. 3)

The influence of 1nd1v1dual muscles on hamstnng stretch was larger at max1mal

. vspeed when compa:red to slower speeds (Flgure 7.3). Other than the hamstnngs
- themselves, muscles in the lumbo-pelV1c reglon had the greatest 1nﬂuence (Flgure 7. 3)

~and potentlal mﬂuence (Flgure 8.3) on hamstnng 'stretch. These muscles included the

- uniarticular hip flexors (iliopsoas), the gluteus maximus, the erector spinae and the

-internal and external 'obliques. The right adductor magnus has a large potential Vinﬂuence

(Figure 8.3) to decrease BF stretch, resulting from a large hip flexion moment arm when
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hip flexion is greater thaﬁ 50 degrees (Delp et al. 1990), However, the actual inﬂuence of |
“-addu_ct‘.or magnus is substantially less bécause the muscle is ,nof ﬁctive during “ double

‘ﬂoat. At tﬁe maximum si)eed, the uniarticular hip ﬂexorsbin‘duced >20 mm i'ncre’asev in
BiFhs'tr‘etch on t_hé opposite limb, which was of comparable magnitude fo the decrease in

stretch induced by hamstrings themselves.
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Figure 3.3. A sample swing phase simulation is shown’den‘lonstrating that the simulated

hip and knee angles_cl_osely tracked the experimentally quantities. |
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| Figure 4.3. The timing ,‘of :
~ simulated = muscle  excitations
. ‘(solid‘_ lines) and measured

electromyographic o ' (EMG)_ '

~ relatively  consistent - for the -

hamstrings, rectus femoris and
gastrocnemius muscles.  Vastus

excitations during late swing are

) presﬁmably in preparation for: the

was not simulated. Simulated

. excitations are ‘the - ensemble

average of vthe‘ 'prédicted

excitations across all ‘subjects at

the maximum sprinting speed.

EMG activities are the mean (%1

activities (shaded curves) were -

subsequent stance phase, which

s.d.) rectified, low-pass ﬁltered‘ '

~activities recorded from five

‘ subjects at maximal speed.
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Figure 5.3. Simulated musculotendon mechanics of the hamstring muscles for one

subject. (a) The chahge in léngth (AL) from a relaxed, upright posture of the

musculotendon, muscle component and tendon at maximal sprinting speed. The

musculotendon stretches more than the muscle component duﬁng late swing due to the

_increase with speed for each of the hamstring muscles, with peak forces occurring

- slightly earlier in the biceps femoris and semimembfanosus, compared to the

semitendinosus. (c) The hamstring musculotendon units do a considerable amount of

négative work:up until the final 10% of the gait cycle.
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,t.ehdon stretching as force deveibps (Thelén; et al., 2005a) (b) Musculotendon forces -
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Figure 6.3. The relative (compared to 100% or maximal speed) biceps femoris
musculotendon stretch, negative work, and force. Peak musculotendon stretch is
invariant with sprinting speed, while force and negative work increase significantly with
speed. Negative musculotendon work increased to the largest extent as sprinting speed

was increased from submaximal to maximal sprinting speeds.
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Table 2.3. Mean (s.d.) kinematic and kinetic measures from the hamstring muscles. |

~across all subjects. Relative to the length in_a relaxed upright posture, the biceps fernoris

(BF) eXhii)ited greater musculotendon stretch than the ,se_mimembran‘bsu,s (SM) and -

‘ sémitendindsus (ST). Both the force developed and negative musculotendon work '»done> -

by the hamstfings increased significantly with sprinting spéed. Force and ‘work were

. ﬁormalized to body Weight (AZMT = peak musculotendon stretch, F,.x = peak muscle

force, W = negative work done by the musculotendon unit).

neg

" Speed

Measure | (% max) BF SM | . ST
Kinematic measures : a . A
ALY (mm) 80| 514 (5.6) | 435 (5.1) |447 (5.5

85| 522 (4.8) | 441 (46) | 451 (5.2
901 51.4 (4.3) | 428 (4.0) | 434 (4.4)
951499 (79) | 412 (8.6) |41.3 (104)
100 | 512 (44) | 426 (4.6) | 429 (5.4)

Kinetic Measures ’ NET

TF s (N/kg) “80[ 151 (63) | 189 (62) 6.4 | (13) | 360 (124)

| 85] 168 (64) | 214 (69 6.7 ] (1.2) | 405 (13.8)
90| 18.6 (6.8) | 233 (8.6) 7.1 | (1.3) | 452 (15.4)
950198 (7.0) | 257 (9.7) 74 | (14) | 492 (16.1)
100 | 21.4 (54) | 279 (7.6) 79 | (1.8) | 520 (13:4)

W g (Vkg) 80| 0.47 (0:23) | 0.50 (0.26) 0.21 | (0.06) | 1.40 (0.62)
| 85! 053 (026) ] 0.59 (0.31) 0.23 | (0.08) | 1.65 (0.73)
] 90 | 0.61 (0.31) | 0.69 (0.37) 025 (0.10) | 1.92 (0.88)
95| 0.65 (0.31) | 0.79 (0.42) 027 |(0.13) | 223  (0.97)
100 | 0.77 (0.28) | 0.99 (0.44) 035 (0.18) | 2.61 (1.01)

TSignificant speed effects
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Influence on R. Biceps Femoris Stretch (mm)
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Figure 7.3. The muscles that had the greatest magnitude of influence on biceps femoris

stretch during double float are shown. Note that the influence of each muscle increased

as speed was increased from submaximal to

maximal, reflecting the larger forces present

at high speeds. When the hamstring muscles are given a positive perturbation, the

hamstring force increases and contributes to a decrease in peak stretch. In contrast, the

uniarticular hip flexors (iliopsoas) are simultaneously active on the opposite limb

inducing a substantial increase in biceps femoris stretch.
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_ | Potential influence on R. Biceps Femoris Stretch (mm/N)
B -0'.|O6 -O.'O4 -0.02 0 . 0.02 - 0.04
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Figure 8.3. Muscles in the lumbo-pelvic region have the largest potential to influence
biceps femoris stretch during double float phase. Muscles not shown (including the vasti,
gastrocnemius, soleus, tibialis anterior, gluteus medius and gluteus minimus) exhibited

average potential influences that were less than 0.005 mm/N.
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Discussion
In this study, we used forward dynamic simulations of sprinting to investigate

‘changes in ‘hamstring mechanics with Speed. The salient findings were that speed

significantly increases the amount of negative work the hamstrings do; and magnifies the

influence that individual muscles, particularly the muscles in the lumbo-pelvic region,

" have on hamstring stretch.

Previous studies investigating joint mechanics (Kuitunen et al.'2(')02; Mann 1981;

- Swanson and Cal‘jdwelleOOO) and muscle activation patterns (Jdrihag‘en et al. 1996; Mero

and ‘Komi 1987) during »sp‘rintingrhave shown that cOﬁpled hip extensor and knee flexor

moments are utilized during the late swing phase of sprinﬁng ‘(Kuitu,nen et al.b 2002),

presumably to decelerate the limb prior to foot contact: EMG data indicate that the |

medial and lateral biarticular hamstrings exhibit peak activities during late sWing, and

increase significantly with speed (Mero and Komi 1987). The modeling approach used in

this study extends these results, by providing quantitative predictions of the mechanical

~ loading of the hamstrings during this péribd. o
We found that the peak musculotendon stretch of the hamstrings does not vary

| significantly across speeds ranging from 80% to 100% of maximum, which is consistent

with our results on a smaller gfoup of subjects (Thelen 2005). Joint kinematié patterns

have been shown to be relatively consistent across a range of sprinting speeds (Thelen -

2005), suggesting the primary speed‘ effect is an increase in the rate at which the joint

ahgular excursions are travérsed.‘ Therefore, the energy associated with the limb would

be expected to increase in proportion to the joint angular velocities, and equivalently .



sprinting speed, squared. Such a relationship is evident in Figure 6.3, where the negative
musculotendon work increases at a faster rate than peak musculotendon force.

~Animal models of muscle injuiy have‘ provided. insights into the relationship

between mechanical measures and the degree of injury. In animal models, the best.
' iﬁdicators of injury pbtential are the magnitude of strain (Brooks aﬁd Faulkner 2001;
Lieber and Friden 1993; Lieber and Friden 2002), or the product of force 'and‘ strain.
- (Brooks aﬁd FaﬁlkriefZOOl), which may in effect be equivaleht méasures for maximally '

activated muscle (Brooks et al. 1995). In this study which ’invol\ges variable activation
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levels, we have shown differential effects of sprinting speed on musculotendon stretch -

(comparable to meéha_.nical stréin) and negative work.

Our re'sults indicate two, potentially inter-related, factors contributing to ,ivncreaysed
- injury risk at high speed. One pos’sibility isa large amount of negative work done over
repeated strides may bres‘ult in accﬁmulated microdamage that predisposes thvek mﬁscle to
ihjury. This‘wvould be consistént with»a recent animal'mo‘del of injury, which shbwed that

multiple stretch-shortening contractions are needed to induce injury when muscle lengths

| .are constrained to physiological ranges (Butterfield and Herzog 2005). Secondly,.

fluctuations in neuromuscular control at high speed could create stride-to-stride’

 variability in hamstring stretch, with excessive stretch in any single stride inducing an

“acute thet of injury. These factors could also be inter-related with microdamage due to
multiple stretch-shortening cycles altering musculotendon properties, thus changing the
- threshold for injury OVer time (Butterfield and Hérzog 2005), making an individual more

susceptible to stride-to-stride variations in hamstring stretch.



Our perturbation analyses suggest a mechanism by which a rehabilitation p_’rogramv

foc,_:u>sed‘ on core neuromuscular training (Sherry and _Be‘st' 2004) could' influence

*hamstring re-injury nsk We showed that muscles in the lumbo-pelvic regions have
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substantial influence on the overall stretch of the BF. For exam'ple,'" activation of the

uniarticular hip ﬂexors (iliopsdas) during early swing inducés' stretch of the hamstrings

on the oppdsite,limb. This coupli'hg' arises due to inter-segmental dynaniics, in which _

muscles can generéte substantial ‘accelerations about joints they don’t span (Zajac and
" Gordon 1989).> | In our simulations, fthé_hip flexor muscle force induc_ed hip flexion and a

small amount of knee extension on the opposite limb which vboth. act to increase

‘hamstring stretch. The magnitude of this increased stretch was comparable to th‘?

shortening induced by the hamstrings ,themse!ves, ,demonstrating the importance of

considering inter-segmental dynamics.

There are a number of ass‘umptions in the musculotendon models that should be

considered when interpreting the results. First while we scaled the lengths and moment
arms of the musculotendon unit based on subject-specific segment lengths, we relied on

literature-derived estimates for other important parameters such as maximum isometric:

force, optimum fiber lehgth, and tendon compliance. As a result, there is a degree of

uncértainty in the aBsqlute accuracy of our force, length and ‘work measur’es, For
~example, we have previously dembnstrated that fendon compliarice_ has substantial affects
on fiber stretch and 'negative_ wérk done vby the muscle corhponent (Thelen 2005). For
this reéson, we limited our depénden_cé on model parémeters by only considering speed-
dependent changes in musculotendon measures (rathef than muscle and tendon

 component measures) to evaluate our primary hypotheses. New imaging techniques to



empirically characterize in vivo musculoténdon mechanics (Fukunaga et al. 2002) may
facilitate more detailed subject-specific models that are needed to enhance the accuracy

of model predictions at the muscle and tendon level. Our analyses were also limited to

swing phase where peak hamstring stretch occurs. However muscle activations during . -
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stance also ‘inﬂuénce kinematics during swing (Goldberg et al. 2004), ‘and should be

considered to fully understand the influence of individual muscles on injury risk. -
In conclusion, our results support the idea that acute ha1hstring strain injury may
be related to performancé of large amounts of negative work ovér repeated strides and/or

changes in neuromuscular coordination that induce excessive stretch of the hamstrings.
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 Abstract
This ﬁtudy evaluated>therfeasibili‘ty of using insole pressure sensors togéther with whole
body dynaxﬁics to analyze joint kinetics while‘:.running.; Local affine transformations bf
_shoé kinematics were first ﬁsed to track the poéition of insole sensors during loc0m0tion.
CO? éétimatcs.derix}gd ‘from the insoles wéfg within 10 mm of forceplatévmea'sures :
through much of sfant:e, while'yéﬁiéél forcé estimatés ‘V\"ere witﬁin 15%_ of peak
foré_epléfe récordihgs. In’solé data was then cdupled with a least séuares whole body
»dynmic model fo obtain sheaf force estimates that ‘vs;ere corﬁparable to forcepléi‘te’r,ecords
dliring‘ru‘nning. Wei_femqnstrate that these techniques provide for a viable aﬁproach for

analyzing joint kinetics when running on uninstrumented surfaces.

Key words (3-6): Pressure sensitive insoles, motion'éapture_, foot-floor contact, least

squares dynamics
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Pressure sensitive insoles are a powerful tool_for assessing the loads on the feet -

during locomotion. For eXample insole’ data can be used to 'identify high pressure spots,

to locate the local center of pressure (COP) and to estlmate the net vertlcal ground
- reaction force (VGRF) (Barnett et al. 2000 Chesnin et al. 2000; Forner-Cordero et al

200‘6; Kemozek and Zlmmer 2000; Putti et al. 2007). = Such 1nformatlon has proven

useful ‘for designing orthotics, assessing the cause of pressure ulcers and inVestigating'

-foot-floor contact models (Ahroni et al. 1998; Cavanagh and Owings 2006).
It is also appealing to consider-the use of insole pressure data to assess joint
- kinetics during gait. Compared to ﬁxed forceplates, insoles have the advantage of being

usable outside of laboratory environments and can fa‘cil’itate collection of data over

multiple strides. However, insoles do not currently provide shear force measurements or -

~ the globval position of the COP. As a result, it is not feasible to use insole data for

segment-by-segrnent inverse dynamics analysis (Winter 1990), since that requires the full

- complement of ground reaction data to be available. An alternative is to consider the use

of whole body dynamics analys1s which can accommodate missing ground reaction data -

(Kuo 1998; Remy and Thelen 2008; van den Bogert and Su 2008) For example a least-
squares inverse dynamlcs (LSID) formulation was shown to prov1de reasonable estimates
of joint torques, even when a partial set of ground reactions (VGRF, global COP) and

noisy acceieration data was used (Kuo 1998). Thus, a primary challenge of using insoles

for kinetics analysis is in tracking the global COP and estimating the missing shear forces -

| from the data that is available.



- The first objectiye of this study was to develop and evaiuate a tracking algorithm
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using mdtion capture markers afﬁxed, around vthé sole of a shoe to compute the global -

~ center of pressure from insole data during‘loco‘motion.» To achieve this, we developed a » ’

piece-wise affine mapping approach to éstimate insole sensor pésitions from shoe marker

kinematics recorded during _ldcomotion;‘ The second objective was to evaluate the "

accuracy of using insole .pre‘.ssure data together w1th a whole body dynamic's analySis to

estimate shear forces during running. Both the insole tracking and shear force estimation -

routines were evaluated by direct ‘éomparison with fixed forceplate measures ‘dur»ing‘

'ruhning. Reasonablc.accuraéy. is shown such that the proposed approach cari facilitate

the use of insoles to characterize lower extremity joint kinetics.

Methods
~ Subjects. Eight volunteers participéted in this study (4 Males/4 Females, 25.313.5 years
“old, 68.8+6.9kg, 173.5+5.5cm). The University of Wisconsin Institutional Review Board

approved the testing protocol and all subje.cts prb_vidcd informed consent.

- Experimental profocol. Pressure sensitive insoles (Novel Inc., Munich, Germany), with.

" 99 sensors per insole (data collectidn rate of 100Hz), were ‘ﬁtted into _each subject’s

shoes. An eight-camera motion capture system (Motion Analysis, Santa Rosa, CA) was
- used to measure the three-dimensional positions at 200Hz of 56 retro-reflective markers

 with 18 markers located on anatomical landmarks and ten markers (10 mm diameter)

affixed to the sole of the shoe (Figure 1.4). At each frame in the trials, piecewise natural . .

cubic Splineé were fit through the ten shoe markers creating 100 virtual markers around

‘the shoe (Figure 2.4). Ground reaction fdrées (data collection rate of 2000Hz) were
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simultarieous_ly recorded with the kinefnatics using thfee fixed, sequentialv forceplates’
'(AMTIL, Watertown, MA). | |
Each‘sﬁbj ect performed an initial upright stance trial (15 seconds)‘in which he/she
~ stood en a ﬁxed foreeplate'and voluntarily shifted ‘hbis/he_r COP in the fore-aft eﬁd medio-
iatefal ‘directions. Three ‘repeeted triais of three walking (slow, preferred, fast) and two

running speeds (preferred, fast) were collected.
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Sensor i

Figure 1.4. a) Ten markers (10 mm in diameter) were affixed around the periphery of
each running shoe. b) The insole reference frame was positioned at the most posterior
aspect of insole, with the y axis direction pointed towards the toe. The local position, 7, ,
for each sensor was then defined as the centroid of the sensor in the insole reference

frame.
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Figure 2.4. A piecewise cubic spline was used to define 100 virtual markers around the
periphery of the shoe. To ensure continuity of the cubic splines, the 10 motion capture

markers were always labeled consistently. An initial standing calibration trial was used

to determine the sensor positions that maximized agreement between the insole and

forceplate measured COP trajectories.



2.3 Insole sensor position calibration. The center of pressure information from the
forceplate was used to calibrate the locations of the insole sensors in the upright stance
trial. To do this, we first defined a local, undeformed insole reference frame (Figure 1.4).
The centroid of each sensor, r, in the insole reference frame was then found using a
scaled drawing of the insole provided by Novel, Inc. This information was used to

express the local COP, p, as a function of the pressure recorded by each sensor, G; at a

time frame % in the data set::
pUT) =5 (eq. 1)

Where 7" was the interval between data samples. We assumed that the foot remained flat
on the ground and relatively stationary throughout the upright stance trial, such that a
simple rotation matrix, R, could be used to describe the orientation of the insole reference

frame relative to the global reference frame during the upright trial.

cos(d) —sin(d) 0 .
R=|sin(d) cos(@) 0O (eq. 2)
0 0 1

Where 6 was the axial rotation of the foot relative to a vertical axis, z. The COP could
thus be transformed from the insole to global reference frame and compared to the center
of pressure, p, recorded by the forceplates. We defined a cost function, J, as the sum of

the squared differences in the center of pressure as estimated by the insole and measured

by the forceplate:
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J =) |Rp(kT)+d - p(kT)| (eq. 3)
k=1

For each subject, numerical optimization (fininsearch, Matlab, MathWorks, Inc., Natick,
MA) was used to determine the rotation angle ¢ and translation d (vector between
origins of global and insole reference frames), that minimized J. Transformation
parameters were then directly used to define the global positions of each insole sensor, s, ,

in the upright stance calibration trial:

s, =Rr, +d (eq. 4)

Insole sensor tracking. Affine transformations were used to map sensor positions from
the calibration trial to a frame of a motion trial. This transformation was computed
separately for each sensor by using virtual markers (cubic spline interpolated) close to

each sensor (Figure 3.4). The position of the virtual markers closest to the sensor on the
left and right sides were defined as vectors, V| and v,, respectively. The weighted
average of the next two closest virtual markers on the left and right sides was defined as
vector,v,. A normal vector to the plane defined by these three markers was first taken
as:
n=(v,-v)x{v,—v,) (eq. 5)

After identifying the three closest markers for a sensor, we computed an affine
transformation that mapped the vectors v, ,v,,V,and n from their values in the upright

stance (denoted by *) trial to their measured values at each frame in a motion trial:
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Figure 3.4. A graphical depiction of the sensor tracking algorithm is shown. Piecewise
cubic spline interpolation is first used to define 100 virtual markers from the measured
foot marker locations. Sensor positions in a calibration trial are first computed so as to
maximize agreement between insole and forceplate center of pressure trajectories Sensor
positions during locomotion are then resolved using four virtual markers in close

proximity in the calibration trial: the closest markers to the sensor on the left and right

sides are defined as v, and v,, respectively, a weighted average of the next two closest
marker is defined asv,. These three virtual markers are then located in the frame of a

locomotion trial. An affine transformation is then used to describe the translation,
rotation and scaling of these three markers from the calibration trial to the current motion

trial frame.
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vi v, v vitn] o v ovy vy v
T, (kT) = .
D=1 1111 (¢4-©)
framek calibration
Where the transformation matrix T, was defined as:
A, (kT) d, (kT) ;
T, (kT) = eq.

A, accounts for both scaling and rotation, and d, accounts for translation. This
transformation was then used to map the corresponding sensor’s calibration position, s; ,
to its global position, s,, at a frame £ in a motion trial.
s,(kT) = A,(kT)s, +a,(kT) (eq. 8)
Subsequently, the global COP was estimated from each of the sensor positions during the
motion trials using the global position, s, , and the pressure from each sensor.
zN: o,;(kT)s,

p,(kT)insoIe = k;)lv_______ (eq' 9)
o,(kT)

1
Measured sensor pressures were scaled by the sensor cross-sectional areas to get
the force associated with each sensor along the sensor’s normal direction, n. The
component projected onto the vertical axis (k) of this sensor force vector in the global

reference frame provided an estimate of the net vertical ground reaction force, F,, acting

on the foot:

N .
F'z’(kT)insoIe = Zaio-i (kT)n -k (eq 10)
k=1



To evaluate the accuracy of the tracking algorithm, the insole-derived estimates of the
COP and vertical force were compared to measures obtained from a fixed forceplate
during walking and running.

Linked Segment Dynamic Model. We used a 19 segment dynamic, 31 degree of
freedom (DOF) linked segment model to relate whole body kinematics to the net external
forces acting on the body. The pelvis served as a 6 DOF base segment in the model. The
lower limbs included a 3 DOF ball-and-socket hip, a single DOF knee in which non-
sagittal rotations and translations were specified functions of the knee flexion angle
(Walker et al. 1988), and a 2 DOF ankle which included the talocrural and subtalar joints
(Delp et al. 1990). The upper body was attached to the pelvis by a 3 DOF ball-and-socket
low-back joint at the L.3-L4 level. Upper extremities included a 3 DOF ball-and-socket
shoulder joints and single DOF joints for elbow flexion-extension and pronation-
supination. The whole body dynamic model was created using SIMM (SIMM 4.0,
Musculographics Inc.), and dynamical equations of motion were implemented using
SIMM/Pipeline (v3.0) and SDFast (Parametric Technology Corporation, Waltham, MA).
The whole body model was scaled to each subject based on segment lengths measured in
an upright standing trial. Anthropometric properties were estimated using regression
equations based on subject mass, height and segment lengths (de Leva 1996).

A global optimization inverse kinematics routine was initially used to estimate

generalized coordinates (g') that optimally fit the measured marker positions (Lu and

O'Connor 1999) at each frame in a trail. Generalized coordinates were subsequently low-
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pass filtered at 6 Hz and then numerically differentiated to provide estimates of
generalized speeds (¢’ ) and accelerations (§").

Least Squares Forward Dynamics (LSFD). A least squares forward dynamic routine
was used to compute shear forces that satisfied whole body dynamic constraints
remaining optimally consistent with kinematic measures and available ground reaction
data (Remy and Thelen 2008). To do this, we first formulated a set of six overall
equations of motion that expressed the instantaneous relationship between external forces

(F), external moments (M), and accelerations (§ )

F
Alp| M |=1(q.9) (eq. 11)
0]

given the current generalized coordinates (g ) and generalized speeds (¢ ) of the model.
In eq. (11), the matrix A contains information on segmental mass and geometry while f
accounts for coriolis and centripetal effects. Direct substitution of kinematic measures
(4'.q'.4") and insole-derived ground reactions (F',M'= p’'x F') would not satisfy eq.
(11) on account of missing shear force data and uﬁcertainty in COP, vertical force and

acceleration estimates. We thus introduced variations, 8, to the experimental measures:

F F' oF
M| =M |+|éM (eq. 12)

o

q g 5q
Substitution of (12) into (11) results in:

oF F’
AQ)| oM |=1(q.9)-AlQ)| M’ (eq. 13)
o4 q



which can be cast as a set of underdetermined linear equations of the form:
Ad=b | (eq. 14)
where 8 (=[6F &M Sij]T) is a set of variations to experimentally derived estimates of

the ground reactions and accelerations that are needed to enforce dynamic consistency
with the whole body dynamic model.

Eq. (14) was solved using the Moore-penrose matrix inverse, with a weighting matrix W
to account for uncertainty in measured quantities:

8=W(AW)'b (eq. 15)

In this study, we used a diagonal weighting matrix W and assumed standard deviations
of 1-2 ms? for translational generalized accelerations, 1-2 rad's? for rotational
generalized accelerations, 5% of the vertical force and 10 mm for the center of pressure.
The unknown shear forces were given a large standard deviation (1% of the vertical
force), since these quantities were not measured via the insoles. Computed accelerations
were subsequently integrated forward to determine the simulated generalized coordinates
and speeds over a trial, with numerical optimization used to find initial conditions that
minimized the descrepancy between simulated and measured marker trajectories. LSFD
was only used to process the running trials in this study. It could also be used to process
the single phase of walking, but cannot decompose the left and right limb components of

the shear force during double support without adding in additional assumptions.
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Results

Insole Tracking. The insole tracking algorithm generated estimates for the vGRF and
COP trajectories that were within 1 standard deviation of forceplate measures (Figure
4.4). Root mean square (RMS) differences in vGRF were <14% of peak vertical force
(~40-80 N) for walking and <10% of peak vertical force (80-130 N) for running (Table
1.4). Medio-lateral COP RMS errors during mid-stance (between 10 and 80% of stance
phase) were <8 mm during walking and running (Table 2.4). Anterio-posterior COP
errors were less than 12 mm between 10 and 80% of stance phase. The largest error in

the estimated COP occurred during heel contact and prior to toe off.
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Table 1.4. Mean root mean squared (RMS) differences (x1 s.d.) between the forceplate

vGRF and insole vGRF .

L R

vGRF
™)
Speed 0-10 10-80 80-100
(m/s) %Stance % Stance %Stance

SlowWalk | 1.0(0.2)| 65 (40) | 40 (21) | 87 (47)
Preferred Walk | 1.4(0.1) | 62 (37) | 38 (12) | 73 (4]

Fast Walk | 1.8(02) | 76 (46) | 59 (28) | 71  (34)
Preferred Run | 3.1 (0.5) | 95 (65) | 91  (36) | 101 (64)

FastRun | 5.0(0.6) | 127 (79) | 92 (28) | 109 (67)

vGRF
(%Peak)
0-10 10-80 80-100
%Stance %Stance %Stance

92 (5.0) | 70 (4.6) | 133 (64
90 (2) | 52 (19| 113 (14
86 (43) | 68 (32)| 84 (43)
58 (35 | 56 (22)| 64 (4.1
75 (44) | 54 (13)| 68 (4.6)
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Figure 4.4. The agreement between net vertical force recorded by the insole and

forceplate during a preferred walking and running trial. The shaded region is the mean £

one standard deviation of the forceplate recorded vGRF and the solid lines are the insole

recorded vGRF.
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Table 2.4. Mean root mean squared (RMS) differences (x1 s.d.) between the forceplate

and insole global position of the COP.

AP COP

(mm)
Speed 0-10 10-80 80-100
(m/s) %Stance %Stance %Stance

SlowWalk | 1.0(0.2) | 486 (123)] 93 (3.9) | 343 (11.7)
Preferred Walk | 1.4 (0.1) | 57.0 (149)] 86 (2.5) | 435 (21.1)
Fast Walk | 1.8(0.2) | 57.0 (154)| 11.6  (8.5) | 38.0 (22.4)
Preferred Run | 3.1 (0.5) | 627 (17.6)| 101 (5.7) | 42.8 (13.4)

FastRun | 5.0 (0.6) | 522 (252)| 100 (5.4) | 414 (9.2)

ML COP
(mm)
0-10 10-80 80-100
%Stance %Stance %Stance

112 (38) | 44 (25 | 83 (4.0)
150 (61) | 73 (7.6) | 72 (6.0)
121 (3.6) | 53 (2.8) | 83 (4.5
175 (10.7)| 57 (5.0) | 63 (42)
231 (82) | 65 (42) | 84 (43)




Least Squares Forward Dynamics (L.SFD). Using the insole vGRF and COP estimates
within the LSFD resulted in anterio-posterior shear force estimates that exhibited the
characteristic braking and propulsion periods during stance (Figure 5.4). Average RMS
errors for the anterior-posterior component were 52 N (8% body weight - BW) and 70 N
(10% BW) for the preferred and fast running speeds, respectively. Average RMS errors
for the medio-lateral force were 25 N (4% BW) and 42 N (6% BW) for these speeds

(Table 3.4).
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Figure 5.4. The agreement between the forceplate measured ground reactions and the
computed ground reactions using the least squares forward dynamics for the preferred
running trial (Note: only running was analyzed with the LSFD approach because of the
lack of double support phase). The solid lines represent the LSFD computed GRFs and
the shaded region is the forceplate GRFs mean * one standard deviation (averaged over

all subjects).
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and computed ground reaction forces for the two running trials.

Table 3.4. Mean root mean squared (RMS) differences (£1 s.d.) between the forceplate

Ground Reactions

™
Speed Anterio- Medio- .
(m/s) Posterior Lateral Vertical
Preferred Run | 3.1(0.5) | 52.5 (25.6) | 24.5 (14.5) | 122.3 (63.3)
Fast Run 5.0(0.6) | 70.3 (30.8) | 41.7 (16.4) | 135.6 (69.4)
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Discussion

We have demonstrated a novel approach for tracking insole sensors during
locomotion, and then using insole pressure data together with a dynamic model, we were
able to estimate shear forces. Such an approach can facilitate the use of insoles for
characterizing joint kinetics during running on uninstrumented surfaces.

The use of an array of markers around the sole of the foot allowed us to track the
position of insole sensors during walking. While we cannot independently verify the
estimated sensor positions, the accuracy of the COP estimates derived from these data
suggests that the sensor tracking was accurate. Indeed, our COP accuracy was
comparable to measures made from insoles during upright standing (Fong et al. 2008;
Forner-Cordero et al. 2006). A potential further use of the sensor position data is to
develop and validate foot-floor contact models, which are typically represented by an
array of discrete visco-elastic units distributed across the sole of the foot (Anderson and
Pandy 2001; Gerritsen et al. 1995; Gilchrist and Winter 1996; Neptune et al. 2001;
Neptune et al. 2000). Stiffness and damping parameters of the discrete units can be
estimated from mechanical tests performed on the heel-pad and/or sole of the shoe (De
Clercq et al. 1994). However, such testing is difficult and time-consuming to perform on
a subject-specific basis; hence generic contact model parameters are often assumed. The
methodology developed for this study could be used to systematically estimate
appropriate parameters (of up to 99 separate elements) on a subject-specific basis and

evaluate contact model predictions, to improve simulations of subject-specific gait

dynamics.
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In this study, we demonstrated that the insole data can be used within a whole
body dynamics framework to estimate unmeasured components of the ground reaction
forces. Whole body dynamic analysis uses whole body dynamic constraints to resolve
inconsistencies between measured kinematics and ground reactions (Cahouet et al. 2002;
Forner-Cordero et al. 2006; Kuo 1998; Remy and Thelen 2008; van den Bogert and Su
2008). Further, it is feasible to use least squares inverse dynamics to estimate
unmeasured components of the ground reactions, with the independent estimates of the
COP being important in the presence of noisy acceleration data (Kuo 1998). In this
study, we used a least squares forward dynamics approach, which is more
computationally intensive than LSID, but has the advantage of generating a forward
dynamic simulation. LSFD also provides estimates of the joint moments, which we
computed and found extremely comparable to those obtained using inverse dynamics

with the forceplate data (Figure 6.4)
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Figure 6.4. Joint moment comparison for the preferred running trial. The solid lines
represent the joint moments using the LSFD computed ground reactions. The shaded
region represents the mean + one standard deviation of the joint moment (averaged over

all subjects) computed from the forceplate GRF measures. The largest differences occur

in the non-sagittal joint moments.
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Limitations do exist when using insoles for characterizing biomechanical

quantities. In particular, current insole pressure systems have substantially lower sample
frequencies than forceplates. The insoles used in this study have a maximum sample
frequency of 100 Hz when two insoles are sampled, however, the frequency could be
doubled to 200 Hz for a single insole. In addition, the insole only records the pressure
between the foot and shoe, which can differ from the pressure between the shoe and
floor. This likely contributes to the lower accuracy in the COP during heel contact and
prior to toe-off (Figure 7.4). Finally, we demonstrated the tracking algorithm using 10
motion capture markers around the periphery of the shoe. Additional markers could
easily be added, which may improve the tracking accuracy, especially if the cubic splines
on the shoe periphery near the heel and toe regions are improved (Figure 2.4). Finally,
the least squares dynamics approach can only provide an estimate of the net external
shear force, and thus is unable to resolve the independent components arising from the
two feet during the double support phase of walking. Others have used additional

assumptions to address this issue (Davis and Cavanagh 1993; Pandy and Berme 1988).
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Figure 7.4. An example trial of the estimated COP trajectories for the preferred walking
and running speeds. Good agreement is seen between the insole and forceplate data from
10 to 80% of the gait cycle. However, the insole COP during tends to be anterior to the

forceplate COP during heel contact and then posterior to the forceplate COP approaching

toe-off (the last 20% of stance).
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In conclusion, we have demonstrated a simple and accurate approach for coupling
motion capture with insole pressure data to dynamically track the global pressure
distribution on the feet during human locomotion. This information, in conjunction with
a least squarés forward dynamics approach, provides for a viable approach to estimating
joint kinetics when running on uninstrumented surfaces.
Acknowledgements

We acknowledge support from the Aircast Foundation, NIH Grants AR056201,
and a NSF Graduate Fellowship, American Society of Biomechanics Grant-in-aid, and

Sigma-Delta-Epsilon Ruth Dickie Scholarship to E. Chumanov.



CHAPTER 5

88



Forward Dynamic Simulation of High Speed Running Gait

Manuscript in Progress to be submitted to Medicine and Science in Sports and Exercise
'Elizabeth S. Chumanov, 1Bryan C. Heiderscheit, 1Darryl~ G. Thelen

1University of Wisconsin-Madison, Madison, WI

89



Abstract

Hamstring strain injuries are common to sports that involve high speed running. In
addition, there is disagreement whether the hamstrings are susceptible to injury during
late swing phase when the hamstrings are active and lengthening or during stance when
the contact loads are high, potentially overloading the hamstrings to cause injury. For
this study we used forward dynamic simulations to predict hamstring musculotendon
length, muscle force and negative work throughout the gait cycle. Whole body
kinematics and ground reactions were collected as 11 athletes ran on a high speed
treadmill at speeds ranging from 80% to maximal running speed. Fifty-two
musculotendon actuators were included in the model and represented as a series of line
segments connecting origin to insertion. A Hill-type model of musculotendon
contraction dynamics was assumed. Computed muscle control determined the excitations
necessary to drive the experimental hip and knee sagittal plane kinematics. Peak lateral
hamstring force (biceps femoris) during swing phase exceeded peak stance phase forces
at the fastest speed. Swing phase forces increased significantly with speed while stance
phase forces remained consistent as speed increased. Net negative work was also
performed solely during swing and increased significantly with speed. Other muscles
such as rectus femoris and vastus lateralis did not show the same trend in forces and
negative work, suggesting the hamstrings are uniquely susceptible to injury. It is our
belief that the hamstrings are most likely susceptible to a strain injury during the late

swing phase of high speed running.
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Introduction

High speed running, i.e. sprinting, can place athletes at risk for an acute muscle
strain injury (Gabbe 2005; Woods 2004). In particular, participants in track and field,
football, soccer, and baseball are often troubled by hamstring strain injuries (Kujala et al.
1997; Seward et al. 1993). Clinically, hamstring strain injuries can be challenging to
treat, due to the variable response of individuals to rehabilitation and the high occurrence
of re-injury upon return to sport (Heiderscheit et al. in press). A better understanding of
injury mechanisms could provide for a more scientific basis for designing effective
rehabilitation and injury prevention strategies.

Animal models have provided insights into the relationship between mechanical
measures and the degree of injury. In animal models, strain injury is associated with the
magnitude of fiber strain and negative work (Brooks and Faulkner 2001; Lieber and
Friden 1993; Lieber and Friden 2002), when a single maximal stretch is used to induce
injury. When repeated cycles are used to induce injury, fiber strain has been shown to
change over the repeated cycles possibly contributing to injury risk during a repetitive
movement (Butterfield and Herzog 2005). For this study, we chose to characterize
stretch and negative work during high speed running since these have been associated
with injury in animal models

It has previously been shown that the hamstrings are active through late swing
phase and into stance (Jonhagen et al. 1996; Swanson and Caldwell 2000; Wood 1987).
However, the biarticular hamstring musculotendons are thought to lengthen only during

swing and shorten throughout stance (Chumanov 2007; Thelen 2005). While hamstring
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musculotendon stretch does not vary when speed is increased from 80% to 100% of
maximum, (Thelen 2005), both the muscle force and negative work increase substantially
during the late swing phase of the sprinting gait cycle (Chumanov 2007; van Don 1998;
Wood 1987). It is plausible that these increased den;ands on the hamstrings place
athletes at risk for a lengthening contraction injury during swing. Indeed, two studies
have estimated the time of injury to be during late swing phase based upon case reports of
different individuals sustaining an injury while instrumented (Heiderscheit et al. 2005;
Schache et al. 2009). However, other researchers believe that contact loads during stance
overload the hamstring and give rise to injury (Mann and Hagy 1980; Orchard and Best
2002). In addition, the possibility that the hamstrings may also lengthen during late
stance may place the hamstrings at risk for injury at this time (Yu et al. 2008). In terms
of speed, injury has been associated with maximal running speed in sports such as soccer,
football and track and field (Gabbe 2005; Woods 2004).

The purpose of this study was to analyze hamstring mechanics throughout the
sprinting gait cycle, in order to directly compare the stretch, loads and work between
stance and swing. We hypothesized that the maximal force would occur during late swing
phase and that negative work would be performed primarily during late swing. We
tested the secondary hypothesis that increasing speed would increase the magnitudes of
peak muscle force, as well as positive and negative musculotendon work. Finally, we
also considered the relative biomechanical demands placed on major hip and knee
muscles to better understand the greater propensity of strain injury to occur in the

hamstrings.
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Methods

Subjects. 11 athletes volunteered to participate in this study (Table 1.5). Males were
required to have a maximal running speed of at least 7.6 m/s and females were required
to reach 6.7 m/s to be included in this study. The average maximum speed for males was
8.0 m/s and was 7.0 m/s for females. All subjects had no prior surgical history in their
lower extremity and had no lower extremity injury and/or pain in the three months prior
to testing. The testing protocol was approved by the Institutional Review Boards and all

subjects provided informed consent in accordance with institutional policies.

Table 1.5. Subject characteristics and maximum treadmill sprinting speed of the athletes

who participated in this study.

9Males / 2 Females
Mean (s.d.)
Age, yrs 245(4.1)
Height, cm 176.1 (5.0)
Body mass, kg 70.2 (8.8)
Max speed (m/s) 7.8 (0.5)

Experimental protocol. To record whole body kinematics, 42 reflective markers were
placed on each subject; 23 of the markers were located on anatomical landmarks (Figure
1.5). In addition to the marker kinematics, subjects had electromyography (EMG)
surface electrodes placed on muscles of the right lower limb: biceps femoris (BF), medial
hamstrings (semitendinosus (ST) and semimembranosus (SM)), vastus lateralis, rectus

femoris and gluteus medius. Each subject then ran at a preferred speed to warm up, prior
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to sprinting at 80, 85, 90, 95, and 100% of his/her maximum speed, with a minimum of 5
strides (~5 seconds) collected at each speed. Two additional trials were collected: 1) a
quiet standing position, to establish segment lengths, joint centers and joint coordinate
systems, and 2) a hip circumduction movement (both right and left sides), to determine

functional hip joint centers (Piazza et al. 2004).
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Figure 1.5. A graphical depiction of how the simulations were generated. A computed
muscle control algorithm generated excitations that drove the model to closely replicate
experimental kinematics. Excitations were the inputs into Hill-type models of
musculotendon dynamics, which provided estimates of muscle force, length and power
development. Ground reaction forces from the instrumented treadmill were used directly
in the simulations, and degrees of freedom other than hip and knee flexion were

prescribed to follow experimental trajectories.



Data acquisition. The three-dimensional kinematics were collected at 200 Hz using an
8-camera passive marker system (Motion Analysis Corporation, Santa Rosa, CA).
Kinematic data were low pass filtered using a bidirectional, 4™ order Butterworth filter
with a cutoff frequency of 12 Hz.

EMG activities were recorded (synchronously with kinematics at 2000 Hz) using
single differential, surface electrodes with a fixed interelectrode distance of 10 mm (DE-
2.1, DelSys, Inc, Boston, MA). Each electrode pre-amplified the signal and was
interfaced to an amplifier unit (Bagnoli-16, DelSys, Boston, MA; CMRR > 84 dB at 60
Hz; input impedance > 100 MQ). The EMG signals were subsequently full-wave
rectified and low pass filtered using a bidirectional, 6™ order Butterworth filter with a
cutoff frequency of 20 Hz.

Ground reactions were synchronously recorded at 2000 Hz using an instrumented
treadmill (Bertec Corporation, Columbus, OH). Ground reactions were filtered using a
bidirectional 3™ order, low pass Butterworth filter with a cutoff frequency of 25 Hz. A
cutoff frequency of 25 Hz was necessary to remove low frequency oscillations present in
the ground reactions recordings due to the treadmill design. Foot contact times were
identified when the vertical ground reaction force exceeded 50 N.

Musculoskeletal model: The body was modeled as a 14 segment, 31 degree of freedom
(DOF) articulated linkage (Figure 1.5). Anthropometric properties of body segments
were scaled to each individual using the subject’s height, mass, and segment lengths (de
Leva 1996). The functional hip joint centers were used to scale the medio-lateral width

of the pelvis. The hip joint was modeled as a ball and socket with three DOF. The knee
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joint was represented as one DOF, in which the tibiofemoral translations and nonsagittal
rotations were constrained functions of the knee flexion-extension angle (Walker et al.
1988). The ankle-subtalar complex was represented by two revolute joints aligned with
anatomical axes (Delp et al. 1990). The low back was represented as a ball and socket
joint at approximately the 3" lumbar vertebra (Anderson and Pandy 1999). For each
trial, joint angles were computed at each time step using a global optimization routine to
minimize the sum of squared error between the measured and model marker positions
(Lu and O'Connor 1999).

Musculotendon actuators were represented by a series of line segments
connecting the origin to the insertion with wrapping about joints and other structures
accounted for with wrapping surfaces (Arnold et al. 2000). The input to each
musculotendon actuator was an idealized excitation level that varied between zero and
one (full excitation). Muscle excitation-to-activation dynamics was represented by a first
order differential equation that had a faster time constant during activation (10 ms) than
deactivation (30 ms). A Hill-type lumped parameter model (Figure 1.5) of
musculotendon contraction dynamics was employed, in which muscle fibers were
assumed to be in series with an elastic tendon (Zajac 1989). Force produced by the
musculotendon actuator was applied to the segment in which the tendon was attached.
Passive joint torques (eq. 1) were included to account for uniarticular, passive-elastic
structures at the hip, knee and ankle; defined as a function of the joint angle (¢) and
angular velocity (») with parameters (k,,k,,7,7,,4,.4,,c) taken from literature (Silder et

al. 2007).
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The equations of motion of the musculoskeletal model were derived using SDFast
(Parametric Technology Corporation, Waltham, MA) and SIMM Pipeline
(Musculographics Inc., Chicago, IL). Passive elastic torque parameters are given in the
Appendix.

Forward dynamic simulations: We generated muscle-actuated forward dynamic
simulations of sprinting to characterize hamstring stretch, force and work. A total of 52
musculotendon actuators (26 actuators on each limb) were used to actuate two DOF on
each limb (hip flexion-extension, knee flexion-extension). Properties used for the
musculotendon actuators can be found in the Appendix. All other DOF were prescribed
to follow the measured kinematic trajectories, thereby accounting for inter-segmental
dynamics (Zajac and Gordon 1989). Simulations were generated for a minimum of 5
strides for each subject and at each speed.

A computed muscle control (CMC) algorithm was used (Chumanov 2007; Thelen
and Anderson 2006) to generate muscles excitations that drove the forward dynamic
model to Aclosely replicated experimental hip and knee kinematics. Muscle redundancy
was resolved by using numerical optimization (eq. 2) to minimize the sum of the muscle

volume-weighted normalized contractile element forces (Happee 1994).

num muscles FCE
J = | —

We added constraints on excitations during the second half of stance (no

hamstring excitation from 20-40% gait cycle, and no rectus femoris excitation from 15-
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35% gait cycle) to the optimization problem to ensure that hamstring and rectus femoris
activity were consistent with the timing of measured EMG excitations.

Simulations were used to characterize the musculotendon stretch, force and power
development of the biarticular hamstrings: BF, ST and SM. Musculotendon stretch was
defined as the change in length from an upright posture. Upright musculotendon lengths
were computed by setting all joint angles to zero in the subject-specific scaled model.
The musculotendon power generated (absorbed) was computed as the product of the
force and musculotendon velocity. The negative and positive musculotendon work was
computed by integrating the respective negative and positive portions of the power
curves.

Statistics: A two-way repeated measures analysis of variance was used to determine the
effects of gait cycle phase and normalized speed (80, 85, 90, 95, and 100%) on the
magnitude of peak force. A one-way repeated measures analysis of variance was used to
determine the effect of normalized sprinting speed on musculotendon stretch along with
negative and positive musculotendon work. The three biarticular hamstring works were
added to obtain a measure of net negative and net positive work. Tukey’s post hoc test
was used to analyze significant main effects. The statistical analyses were completed
using STATISTICA (version 6.0, StatSoft, Inc, Tulsa, OK, USA) with a significance

level of 0.05 for all comparisons.
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Results

Excitation patterns generated from the CMC algorithm were similar to measured EMG
signals (Figure 2.5) and produced simulations that closely tracked the experimental
kinematics. Root mean squared error (RMS) for the hip and knee flexion/extension
angles were 1.5 £ 0.5° for hip flexion-extension and 2.8 + 0.8° for knee flexion-

extension when the hamstrings were active.
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Figure 2.5. The timing of
simulated muscle excitations (solid
lines) and measured
electromyographic (EMG)
activities (shaded curves) are
relatively  consistent for the
muscles  shown. Simulated
excitations are the ensemble
average of the predicted excitations
across all subjects at the maximum
sprinting speed. EMG activities
are the mean (£l s.d.) rectified,
low-pass filtered activities.
Multiple simulated excitations are
shown for the muscles represented
by more than one line segment in

the model.



The hamstring musculotendon units lengthened from approximately 50% to 90%
of the gait cycle, with the negative work done primarily between 70 and 90% (Figure
3.5). Peak hamstring musculotendon stretch was independent of speed for all the
hamstrings. The hamstrings shortened and did positive work from 90% of the gait cycle
throughout the subsequent stance phase. A significant (p<0.001) speed by gait cycle
phase interaction was present for work. Net negative and positive musculotendon work
both increased significantly (p<0.001) with speed (Table 2.5); however, net negative
work increased at a faster rate than positive work as speed increased (Figure 4.5).

Two distinct loading peaks were present for the hamstrings; one during late swing
(between 85 and 95% of the gait cycle) and the second during early stance phase
(between 0 and 15% of the gait cycle). A significant (p<0.001) speed by gait cycle phase
interaction was present for peak hamstring force. Peak musculotendon force during swing
increased significantly (p<0.001) with speed (Figure 3.5), while peak force during stance
was independent of speed. Peak swing phase force at the fastest speed exceeded peak
stance phase force for the BF long head and at all speeds the SM swing phase force
exceeded the stance phase peak force. ST swing and stance peak forces were comparable

in magnitude (Table 2.5; Figure 4.5).
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Figure 3.5. Ensemble averaged simulated musculotendon mechanics of the hamstring
muscles. The musculotendon stretch is consistent across running speeds. Musculotendon
lengthening is only seen during late stance phase. Peak swing phase musculotendon
forces increase with speed for each of the hamstring muscles while stance phase peak
forces remain consistent across a range of speeds. Negative work done by the
musculotendon is confined to the swing phase. Positive work occurs during late swing

and throughout stance phase.
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Figure 4.5. At the fastest speed, peak biceps femoris force during swing phase exceeds
stance phase forces. Peak swing phase forces increase with running speed while stance
phase forces remain consistent across a range of speeds. Both net negative work and
positive work increase as running speed increases, with net negative work increasing at a
faster rate with speed than net positive work. Net negative work is performed only
during the swing phase of the gait cycle. Net work is the sum of all three biarticular

hamstring work (negative and positive).



Table 2.5. Mean (s.d.) kinematic and kinetic measures from the hamstring muscles across
all subjects. Peak musculotendon stretch (relative to a relaxed upright posture) remained
consistent across running speeds. Peak biceps femoris (BF) length was greater than
semimembranosus (SM) and semitendinosus (ST). Both the swing phase peak force and
negative musculotendon work increased significantly with speed. Peak force during
swing exceeded that of stance at the fastest speed for BF. The SM peak swing phase
force exceeded stance phase force at all speeds, while stance and swing phase forces were

4gMT

comparable for the ST. A¢"" = peak musculotendon stretch normalized to an upright

posture, ™™ = peak muscle force, W= work done by the musculotendon unit.
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Speed
Measure (% max) BF SM ST
Kinematic
ol 80| 1.12 (0.02) | 1.11 (0.02)|1.10 (0.02)
(% upright) 85| 1.12 (0.02)| 1.11 (0.02) | 1.10 (0.02)
90| 1.12 (0.02) | 1.11 (0.02) | 1.10 (0.02)
95| 1.13 (0.02) | 1.11 (0.02) | 1.11 (0.02)
100 | 1.13 (0.02) | 1.11 (0.03) | 1.10 (0.03)
Stance Phase Loading
P (N/kg) 80 11.8 (1.9} 125 @3.2)| 55 (2.1)
85| 119 (2)| 122 @7 57 (1)
90| 114 (4)| 119 (24| 60 .1
95| 11.5 (22)] 119 (23)| 58 (1.9
100 116 (1.9 121 (4] 62 (2.2
Swing Phase Loading :
Y2 P (N eg) 80| 104 (1.2)| 186 (2.2)| 4.8 (1.3)
85| 11.1 (12)| 199 (28)| 52 (1.6
90| 12.0 (1.6)|21.8 (3.6)| 53 (1.5
95| 12.5 (1.6)| 230 (3.8)| 53 (1.4
100} 132 (1.51239 @(3.5] 59 (1.9
Positive Work
WM Jrkg) 80| 0.36 (0.06) | 0.42 (0.08) ] 0.18 (0.05)
85| 0.37 (0.06) | 0.43 (0.08) | 0.21 (0.05)
90 | 0.38 (0.05) | 0.43 (0.05) | 0.22 (0.03)
95| 0.40 (0.06) | 0.45 (0.07)|0.24 (0.05)
100 | 0.43 (0.06) | 0.47 (0.08)]0.26 (0.04)
Negative Work
"W Jkg) 80| 0.31 (0.09) | 0.48 (0.09)]0.19 (0.04)
85| 0.33 (0.07) | 0.51 (0.05)|0.23 (0.06)
90| 0.36 (0.05)| 0.56 (0.05)|0.25 (0.05)
95| 041 (0.07) | 0.63 (0.10) | 0.28 (0.05)
’ 100 | 0.46 (0.09) | 0.69 (0.10) | 0.35 (0.06)
! Significant speed effects

? Significant speed by gait cycle interaction
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Discussion

In this study, we extended our prior analysis of sprinting hamstring mechanics
during swing (Chumanov 2007; Thelen 2005; Thelen 2006) to stance phase, thereby
providing insights into when the hamstrings seem most susceptible to injury. We show
that hamstring loading increases with speed during swing but not stance, and further that
peak stretch and negative work demands occur exclusively during swing. These data
lend further evidence to the belief that the inertial loads associated with high speed
sprinting put the hamstrings at risk for injury (Chumanov 2007; Heiderscheit et al. 2005;
Schache et al. 2009).

Characterizing injury risk using joint level analysis (Kuitunen et al. 2002; Mann
1981; Swanson and Caldwell 2000) is challenging due to the biarticular nature of the
hamstrings For instance hip and knee angles change significantly with speed at the time
of peak hamstring stretch (Kuitunen et al. 2002; Thelen 2005), while peak hamstring
stretch is actually independent of speed. Joint moments and powers during late swing
phase also increase with speed (Kuitunen et al. 2002) but how the hip and knee moments
and powers combine, and their relationship to hamstrings force and power, is not

straightforward (Figure 5.5).
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Figure 5.5. Hip and knee joint angles, moments and powers throughout the sprinting gait

cycle.
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Our results suggest that the hamstring musculotendons are substantially loaded
during both the stance and swing phases of high speed running. However, we only found
that the hamstrings undergo a lengthening contraction during late swing phase and thus
negative work is constrained only to this phase. In contrast to Yu, et al. (2008) we did
not find that the hamstrings underwent a lengthening contraction during the late stance
phase at the musculotendon level. We do note that it is possible that the muscle fibers
can lengthen while the musculotendon unit is shortening (Fukunaga et al. 2002). Such a
scenario could occur during late stance if the tendon shortening were to exceed the
musculotendon shortening, which would result in the muscle fibers lengthening.
However from our simulations we also have estimates for tendon and muscle lengths and
did not observe the muscle fiber component to be lengthening during stance.

In animal models of muscle injury, active lengthening contractions are linked with
injury (Lieber and Friden 2002) and the degree of injury is associated with the magnitude
of negative work done by a maximally activated muscle (Brooks and Faulkner 2001). At
maximal running speed we find that both the loading of the hamstrings and the negative
work done by the muscle has increased, thus it is plausible that the hamstrings are
susceptible to an acute muscle strain injury at this time. When a physiological range of
motion is used to induce injury in animal models repeated stretch shortening cycles are
needed to cause injury (Butterfield and Herzog 2005). It is possible that not only
maximal speed places individuals at risk for injury, but also repeated strides at this high

level of force and negative work.



It is interesting to use the simulations to consider why the hamstrings are uniquely
susceptible to injury relative to other muscles about the hip and knee. For example in
Australian rules football, hamstring strains were shown to outnumber quadriceps strains
almost five to one (Orchard 2001). In our simulations (Figure 6.5), the vastus lateralis
are loaded and do a significant amount of negative work during stance, though the stretch
incurred by this muscle during stance is much less than is seen during swing. The
iliopsoas does substantial negative work during late stance through early swing, but peak
loading seems to occur after the muscle has started to shorten. The rectus femoris
exhibits biomechanical patterns that are somewhat reciprocal to the hamstrings, with high
load, negative work and peak stretch all peaking at ~50% of the gait cycle. However
unlike the hamstrings, the negative rectus femoris work does not exhibit as much speed
dependence. Hence, our biomechanical analyses suggest that the hamstrings are more
predisposed to injury due to unique mechanical demands placed on them at maximal

running speeds.
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Figure 6.5. Ensemble averaged simulated musculotendon mechanics of rectus femoris,

vastus lateralis and the iliopsoas.
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When using musculoskeletal forward dynamic models, there are a number of
assumptions that are important when interpreting the results. First, we relied on
literature-derived estimates for parameters such as maximum isometric force, optimum
fiber length, and tendon compliance (Appendix). As a result, there is a degree of
uncertainty in the absolute accuracy of our force, length and work measures. For this
reason, we chose to limit our dependence on model parameters by only considering speed
and gait cycle-dependent changes in musculotendon measures (rather than individual
muscle and tendon component measures) to evaluate our primary hypotheses. In
addition, our distribution of power between the hamstrings muscles may be inaccurate,
thus we have chosen to report the combined work to use in the analyses, even though
individual negative work quantities for each muscle show similar results. As imaging
technology improves (Fukunaga et al. 2002), it may be possible to eventually incorporate
subject specific musculotendon mechanics (e.g. tendon stiffness) into our model thus
improving the accuracy of our measures.

In conclusion, we believe that the hamstrings are at greatest risk for injury during
the late swing phase of sprinting since the biomechanical demands placed on the

hamstrings are consistent with acute musculotendon injury mechanisms.
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RECOMENDATIONS
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The aims for this thesis were to 1) Investigate how hamstring musculotendon mechanics
during swing phase vary with treadmill sprinting speed. 2) Investigate how individual
muscles, particularly those surrounding the pelvis and back (i.e. the “core”), could
influence hamstring stretch during sprinting. 3) Develop a least squares forward
dynamics methodology for analyzing joint kinetics during running on an un-instrumented
treadmill. 4) Systematically compare biomechanical demands between stance and swing

phase of the sprinting gait cycle to better understand potential injury mechanisms.

Contributions. Three major advances were made in the area of biomechanical analysis
methods when completing the research for this thesis. The first major advance was that a
tracking algorithm in conjunction with a least squares approach enables the use of
pressure sensitive insoles on un-instrumented surfaces to obtain ground reaction force
information. Secondly, forward dynamic simulations were implemented to estimate
musculotendon dynamics during a high-speed dynamic movement. Information on
musculotendon dynamics was then used to infer injury risk and this approach could
conceivably be used to characterize other patterns of movement and investigate other
types of muscle injury mechanisms. Lastly, the influence of neuromuscular coordination
muscle stretch was assessed. Through the understanding of the neuromuscular
coordination of multi-joint movement this study adds to the knowledge of why specific

rehabilitation programs maybe successful at reducing hamstring re-injury risk (Sherry

and Best 2004).



Insights into hamstring injury mechanisms. In terms of injury, swing phase appears to be
the most likely time for injury to occur for several reasons. Firstly the hamstrings are
active and undergoing a lengthening contraction (Chumanov 2007; Jonhagen et al. 1996;
Swanson aﬁd Caldwell 2000; Thelen 2005; Wood 1987) and lengthening contractions in
animal models have been shown to cause muscle damage (Lieber 1992). Secondly, force
in swing is increased as gait speed is increased, while stance phase forces tend to remain
consistent across a range of speeds. Negative work (i.e. the muscle is acting to absorb
energy) also increases significantly during swing phase, which has also been linked with
injury in animal models (Brooks and Faulkner 1996). Additional support for the
assertion that swing phase is the likely of time of injury also comes from two recent
studies (Heiderscheit et al. 2005; Schache et al. 2009) that happened to be collecting data
while an athlete (fully instrumented) sustained an injury to their hamstrings both pointing
to late swing phase as the likely time for injury.
The most frequently injured hamstring is the biceps femoris; (De Smet and Best
2000; Garrett et al. 1989; Koulouris and Connell 2003) and it was found that the biceps
femoris long head was stretched more than the semitendinosus and the semimembranosus
which is consistent with the injury rate discrepancy between the hamstrings. It is
important to note that this results from subtleties in knee moment arm differences
between the three biarticular hamstrings and could not be predicted from a two
dimensional model or joint level analyses alone.
Neuromuscular coordination also plays a crucial role in hamstring injury risk

since it was found that the lumbo-pelvic muscles exhibited a large influence on hamstring
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stretch, especially the contralateral iliopsoas. Muscles surrounding the pelvis and low
back that act to increase anterior pelvic tilt tend to cause additional hamstring stretch,
since the hamstring originate at the ischial tuberosity.

In addition to neuromuscular coordination, this study also examined why the
hamstrings are uniquely predisposed to injury during running. In contrast, to other
muscles (i.e. rectus femoris) which are also susceptible to acute strain injuries, albeit to a
lesser extent (Orchard 2001), the hamstrings show a distinct speed dependence on
negative work. This negative work is also performed when loading reaches a peak and
the hamstrings are lengthened. Since injury most often occurs at maximal running speeds
(Gabbe 2005; Woods 2004) all these factors combined put the hamstrings at additional
risk during high speed running when compared to the other musculature of the lower

extremity.

Implications for muscle injury prevention and rehabilitation. Hamstring re-injuries still
remain problematic despite recent evidence that rehabilitation programs aimed at early
movement and neuromuscular control show dramatic reduction in re-injury rates (Sherry
and Best 2004). The finding that the lumbo-pelvic muscles have substantial influence on
hamstring stretch lends support that neuromuscular coordination is crucial in re-injury
reduction. Other studies have suggested that after an initial injury there is a change in
optimal length for force production of the hamstrings (Brockett et al. 2004; Proske et al.
2004) and thus have promoted the use of lengthening contractions to reduce re-injury

rates (Proske et al. 2004). Using this type of research to understand the basic hamstring
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mechanics during running gait imparts credibility to the development of rehabilitation or
prevention programs that target specific aspects of hamstring mechanical behavior. In
the future, training regimes with an intense focus on improving hamstring function by
utilizing lengthening contractions and neuromuscular cobrdination may dramatically
reduce re-injury rates. With the development of subject-specific modeling it may one day
be possible to develop tailored rehabilitation programs that address each individual’s

maladaptive mechanics.

Future research. As imaging technology improves it may be possible to incorporate
subject-specific parameters into the model rather than relying on literature derived
estimates for muscle parameters such as maximum isometric force, optimal fiber length,
tendon compliance, etc. Developing subject-specific models is important because it
increases the absolute accuracy of the results (i.e. the simulation closer represents the
physiology) by incorporating individual biological variation. For instance, age has been
associated with an increase in hamstring injury risk (Orchard 2001), it may be possible
that age-related changes in tendon compliance (Blevins et al. 1994; Lewis and Shaw
1997) may place the hamstrings at additional risk. A subject-specific model could also be
of great benefit to a therapist since they would be able to get information that would not
be readily available by simply examining the patient as they perform a task.

The musculotendon actuators present in the model, currently only actuate a
limited number of degrees of freedom. As the three dimensional imaging of muscle

improves along with computational processing speed, the way individual muscles are
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modeled can eventually move away from the current approach of a line connecting origin
to insertion. Additional degrees of freedom that are muscle actuated can then be added
with greater confidence to answer questions such as how gender differences in non-
sagittal kinematics might arise (Chumanov et al. 2008).

Exactly how these results translate to an athlete performing high speed running
overground is unclear, but it is important to considered when interpreting the results. It is
likely that the same trends in force and negative work are present; however, the subjects
in this study were not fatigued. It is likely that fatigue may play a substantial role in
hamstring injury risk because neuromuscular coordination may be compromised (Derrick
et al. 2002; Miller et al. 2007) and fatigue has been linked with running related injuries
(Bradley et al. 2002; Gabbett 2004). For future research, it may be relevant to investigate
how fatigue plays a role in neuromuscular coordination and subsequently hamstring

injury risk.

In conclusion, this thesis used a modeling approach to gain insights into how muscles
behave during dynamic movement. As technology continually improves it may be
possible one day to fully instrument a runner and obtain real time measures of muscle
forces and powers, in vivo, without the need for modeling. However until then, the
insights gained from this type of research can serve as a guide for developing evidenced-

based rehabilitation programs and targeted injury prevention strategies.
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Figure Al. Hill-type model of musculotendon contraction dynamics.




Table Al. Muscle properties used in the model.
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FYMN)  ¢M@m)  /T(m)  a(deg)
Max Optimal Tendon Pennation
muscle fiber slack angle
Muscle force length length
Biarticular Hamstrings
Biceps Femoris Long Head 896 0.1090 0.341 0.0
Semimembranosus 1288 0.0800 0.359 15.0
Semitendinosus 410 0.2010 0.262 5.0
Quadriceps
Rectus Femoris 1169 0.1140 0.325 5.0
Vastus Lateralis 1871 0.0840 0.175 5.0
Vastus Intermedius 1365 0.0870 0.155 3.0
Vastus Medialis 1294 0.0890 0.145 5.0
Adductors
Adductor Longus 627 0.1380 0.100 6.0
Adductor Brevis 429 0.1330 0.020 0.0
Adductor Magnus 381 0.0870 0.060 5.0
(3 separate components)
Uniarticular Hip Extensors
Gluteus Maximus 573 0.1420 0.100 5.00
(3 separate components)
Gluteus Medius 819 0.0535 0.078 8.0
(3 separate components)
Gluteus Minimus 270 0.0680 0.016 10.0
(3 separate components)
Uniarticular Hip Flexors
Psoas 2000 0.1000 0.130 8.0
Iliacus 2000 0.1000 0.100 7.0
Other Knee Flexors
Medial Gastrocnemius 1558 0.0600 0.375 17.0
Lateral Gastrocnemius 683 0.0640 0.365 8.0
Biceps Femoris Short Head 804 0.1730 0.090 23.0

Other generic properties included:

u =0.01 Ns (Damping)

Tact = 0.01 s (Activation time constant)

Tdeact = 0.03 s (Deactivation time constant)

kiwe = 2.0 (Exponential shape factor for tendon)

gl =0.05 (Tendon strain due to max isometric force)

k

el =

m =1.712/ €. (Linear shape factor for tendon strain curve)

. =0.333 (Tendon strain above which tendon exhibits linear behavior)
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g = 0.6 (Passive muscle strain due to max isometric force)

v = 0.4 (Shape factor for force length curve of individual sarcomeres)
K’E = 4.0 (Exponential shape factor for passive muscle force)

V¥ =15.0 (LY /s) (Maximum contraction velocity)

VM =5.0 (I / s) (Contraction velocity at maximum isometric force)

F =1.5 (Maximum normalized muscle force when fiber is lengthening

len
Ag= 0.3 (Force-velocity shape factor)
Muscle Density = 1056 kgm™
Max isometric stress = 350000 Nm->
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Figure A2. Block diagram of how musculotendon dynamics are computed
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T = klerr(q—m + kzerz-(q—cﬁz) —Cc-u (6q. A9)

Table A2. Passive joint torque constants.

Hip Knee Ankle
flexion flexion flexion
k((Nm) -1.0 -1.0 -1.0
k(Nm) 1.0 1.0 1.0
r 2.0 3.5 4.9
r2 -5.1 -5.8 -4.9
¢i(rad) 0.4765 1.778 -0.0593
¢(rad) 0.34 0.2234 -0.70

C(Ns) 0.10 0.10 0.10
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Figure A3. Passive joint moments included in the model.
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Photographs of experiments

Insole Setup (Tracking algorithm and LSFD):
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High speed running on a treadmill:




